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AN EFFICIENT METHOD FOR WEIGHTED SAMPLING WITHOUT
REPLACEMENT*

C. K. WONG" AND M. C. EASTON"

Abstract. In this note, an efficient method for weighted sampling of K objects without replacement from
a population of n objects is proposed. The method requires O(K log n) additions and comparisons, and O(K)
multiplications and random number generations while the method proposed by Fagin and Price requires
O(K n) additions and comparisons, and O(K) divisions and random number generations.
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1. Introduction. In [1], Fagin and Price consider the following experiment, which
can be called weighted sampling without replacement. The experiment is described as
the drawing of balls from an urn without replacement. Assume that an urn contains n
balls numbered 1,..., n and that the probability of drawing ball is pi (i=
1,. ., n, ",iPi 1). SuppOse that ball il is selected first. Now renormalize the prob-
abilities of the remaining (n- 1) balls so that they sum to 1. Thus, the probability of
drawing ball becomes pj/(1 -Pil), for/" il. Select a second ball from the urn, say, ball
i.. Again renormalize the probabilities of the remaining (n 2) balls so that they sum to
1. Thus, the probability of drawing ball j becomes pj/(1-pil-pi:), for j il, i2.
Continue the process until K balls have been selected. Fagin and Price use this
experiment in the Monte Carlo evaluation of a combinatorial sum.

Another application of the experiment occurs in the design of sampling pro-
cedures. A sampling system called multistage sampling with probability proportional to
size (PPS) is discussed in [2, p. 283]. When sampling human, animal, or plant popu-
lations, it is often important to first partition the populations into units within which the
variation may be expected to be less than it is overall. In two-stage sampling, for
example, first a unit is selected and then individuals within that unit are selected at
random. In PPS sampling, the selection of the unit is done with the probability of
selection proportional to the size of the population of the unit. The selection of K units
is to be carried out. After a unit has been selected, it is no longer eligible for later
selection. This can be done by the urn experiment considered here if we represent each
unit by a ball which has associated probability equal to the fraction of the total
population that is contained in the unit.

A special case of the urn experiment occurs when all pi’s are equal and is referred to
as "sampling without replacement" in [3, p. 132]. A very efficient method for this case is
described in [4, p. 125], which requires O(K) multiplications, additions, random
number generations and computations of the floor function J. The method for the
case of unequal pi’s described in [1] requires O(Kn) additions and comparisons and
O(K) divisions and random number generations. Another method for the unequal pi’s
case, due to D. B. Lahiri, is described in [6, p. 347]. The number of operations required
by Lahiri’s method is a function of the probabilities (p,. ., p). If the distribution is
"flat", performance approaches that of the unweighted algorithm in [4]. On the other
hand, if the probabilities, say, follow Zipf’s law [7]" pi c/i where c 1/i= i, then
O(Kn/log n) operations are required. In the worst case, O(Kn) operations are
required. All methods described require O(n) operations of initialization before the
drawing of balls can begin.

* Received by the editors July 7, 1978 and in revised form February 5, 1979.
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112 C. K. WONG AND M. C. EASTON

In this note, we describe a method for performing weighted sampling that requires,
after O(n) initialization operations, O(K log n) additions and comparisons and O(K)
divisions and random number generations. After a sample of K balls has been drawn,
the experiment can be restored to its original state by O(K log n) operations. Thus, this
technique is well suited to the Monte Carlo application in 1 ], where the experiment is
repeated many times.

2. Method. The contents of the urn at any time are described by values
1, p," p’}. In general, p’ pi if ball is still in the urn; p 0 if it has been

removed. We maintain values $i k--1P,, 0, , n. Let Q Sn be the sum of the
{pi} of the balls remaining in the urn.

The method of drawing a ball is as follows. Choose x with uniform probability from
[0, Q]. (This step requires generation of a random number and multiplication.) Then
find such that Sj-1 X < ,j. The ball to be drawn is ball/’. It is easy to verify that the
probability that ball is drawn is p/Q.

We now describe an efficient method for implementation. There are two aspects of
the implementation’that contribute to the efficiency. The first is the method for finding ]
such that Sj-1 =< x < Si. The second is the method for reflecting the change in value of p
to zero in the sums {s.}.

3. Initialization. The search for the index of the selected ball is carried out by
means of a binary search tree. As part of the initialization procedure, we construct a
binary tree having n leaves (external nodes) and having maximum path length from root
to leaf of O(log n). Methods for constructing such trees are described in [5]. The
construction requires O(n) operations.

The leaves of the tree are labeled, from left-to-right: 1, 2, , n. The other nodes
are given arbitrary labels that are distinct from each other and from the leaf labels.

As part of the initialization, we associate values Gi and with internal node i,
1, 2,..., n- 1. Let L(i) be the left-descendent of node i. Let R(i) be the right-

descendent of node i.
If node has a leaf as left-descendent, then define Gi p.i. Otherwise, Gi

GLi +HLi. If node has a leaf as right-descendent, then define Hi PRi. Otherwise
Hi GRi+HRi. The computation of the values of {Gi} and {Hi}, carried out from
"bottom to top" of the tree, requires O(n) additions.

It is not hard to see that Gi is the sum of values of {pi} that have indices on leaves of
the left subtree from node i. (See Fig. 1, where Gi values are shown at each node.) Hi is
the sum of values of {p/} that have indices on leaves of the right subtree from node i.
(The Hi values are used only in the initialization.)

P +P2 +P3 +P4 )

FIG. 1. Example tree with n 7 (sums are Gi values).
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WEIGHTED SAMPLING 113

At initialization time, Gi also is the sum of values of {p. } that have indices on leaves
of the left subtree from node i. It is this property that will be preserved as balls are
drawn.

4. The algorithm. At each step of the algorithm a ball is selected as follows. The
first node visited is the root node of the tree. Begin with C 0. At each node i"

if x < Gi + C then move to node/leaf L(i).
else set C C + Gi; move to node/leaf R (i).

The procedure ends when a leaf is reached. The label of this leaf gives the index of
the chosen ball. O(log n) additions and comparisons are required for this procedure.

At each node, the value of C + Gg gives the total of {p} values in leaves of parts of
the tree that lie to the left of the current position.

By the structure of the tree, if the final leaf chosen is leaf/" then the value of x
satisfies"

Si-l=p’l +p’2 +’" "-bp-i <--x <p’ +P’2 +’" "+P =Si.
In descending the tree, we keep track of which nodes are departed from via a left

branch. Once/" has been found, the value of Gi for each such node is decremented by the
amount Pi in order to reflect the removal of the ball. (This is equivalent to setting the
value of p to zero.) The value of Q is also decremented by Pi.

A list is maintained of all changes (index, value) made in {Gi}. In the course of
selecting K balls, at most O(K log n) entries are made on this list. At the conclusion of
the experiment, this list is used to reinitialize the values of {Gi}. (IfK is sufficiently large,
of course, it is better to rerun the initialization procedure after each experiment.)

It follows that, once initialization has been completed, additional experiments of
drawing K balls from a "full" urn can be performed at the expense of O(K log n)
additions and comparisons and O(K) multiplications and random number generations
per experiment.

In summary, the algorithm works as follows to draw the next ball.
(a) Select x uniformly from [0, Q] where Q is the sum of the probabilities of the

remaining balls.
(b) Let C 0. Traverse the tree from the root down. At node m, branch right if

x _-> G, + C, left if x < Gm + C. On left branches, record the label of the node. On right
branches, increment C by G,.

(c) When leaf j has been reached, decrement by Pi the values of {Gi} for the nodes
that were listed. The ball drawn is ball j.

Acknowledgment. Our use of sums of probabilities in the tree structure has been
simplified by a suggestion of a referee.
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