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Abstract: Statistical network modeling has focused on representing the
graph as a discrete structure, namely the adjacency matrix, and consid-
ering the exchangeability of this array. In such cases, the Aldous-Hoover
representation theorem (Aldous, 1981; Hoover, 1979) applies and informs
us that the graph is necessarily either dense or empty. In this paper, we
instead consider representing the graph as a measure on R2

+. For the asso-
ciated definition of exchangeability in this continuous space, we rely on the
Kallenberg representation theorem (Kallenberg, 2005). We show that for
certain choices of the specified graph construction, our network process is
both exchangeable and sparse with power-law degree distribution. In par-
ticular, we build on the framework of completely random measures (CRMs)
and use the theory associated with such processes to derive important net-
work properties, such as an urn representation for network simulation. The
CRM framework also provides for interpretability of the network model
in terms of node-specific sociability parameters, with properties such as
sparsity and power-law behavior simply tuned by three hyperparameters.
Our theoretical results are explored empirically and compared to common
network models.
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exchangeability, generalized gamma process.

1. Introduction

The rapid increase in the availability and importance of network data has been
a driving force behind the significant recent attention on random graph mod-
els. This effort builds on a long history, with a popular early model being the
Erdös Rényi random graph (Erdös and Rényi, 1959). However, the Erdös Rényi
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formulation has since been dismissed as overly simplistic since it fails to cap-
ture important real-world network properties such as sparsity with power-law
degree distribution, as in preferential attachment (Price, 1976; Barabási and
Albert, 1999), or community structure, as in stochastic block models (Nowicki
and Snijders, 2001) and their mixed membership variants (Airoldi et al., 2008).
A plethora of other network models, both generative and discriminative, have
been proposed in recent years. There are many nice overviews of network mod-
els, including (Newman, 2003, 2009; Bollobás, 2001; Durrett, 2007; Goldenberg
et al., 2010; Fienberg, 2012).

In many scenarios, it is appealing conceptually to assume that the order in
which nodes are observed is of no importance (Bickel and Chen, 2009; Hoff,
2009). In statistical network models, this equates with the notion of exchange-
ability. Classically, the graph has been represented by a discrete structure, or
adjacency matrix, Z where Zij is a binary variable with Zij = 1 indicating an
edge from node i to node j. In the case of undirected graphs, we furthermore
restrict Zij = Zji. For generic matrices Z in some space Z, an (infinite) ex-
changeable random array (Diaconis and Janson, 2008; Lauritzen, 2008) is one
such that

(Zij)
d
= (Zπ(i)σ(j)) for (i, j) ∈ N2 (1)

for any permutation π, σ of N, with π = σ in the jointly exchangeable case.
The celebrated Aldous-Hoover theorem (Aldous, 1981; Hoover, 1979) shows

that infinite exchangeability implies a mixture model representation for the
matrix involving transformations of uniform random variables (see Theorem 1).
For undirected graphs, this transformation is described via the graphon, ω (see
(5)).

The Aldous-Hoover constructive definition has motivated the development of
Bayesian statistical models for arrays, cf. (Lloyd et al., 2012). Likewise, many
popular network models can be recast in the Aldous-Hoover framework (Hoff,
Raftery and Handcock, 2002; Airoldi et al., 2008; Kim and Leskovec, 2012;
Miller, Griffiths and Jordan, 2009). Estimators of models in this class and their
associated properties have been studied extensively in recent years (Bickel and
Chen, 2009; Bickel, Chen and Levina, 2011; Rohe, Chatterjee and Yu, 2011;
Zhao, Levina and Zhu, 2012; Airoldi, Costa and Chan, 2014; Wolfe and Choi).

However, one unpleasing consequence of the Aldous-Hoover theorem is that
graphs represented by an exchangeable random array are either trivially empty
or dense, i.e. the number of edges grows quadratically with the number of nodes.
To quote the survey of Orbanz and Roy (2013) “the theory also clarifies the
limitations of exchangeable models. It shows, for example, that most Bayesian
models of network data are inherently misspecified.” The conclusion is that we
cannot have both exchangeability of the nodes (in the sense of (1)), a cornerstone
of Bayesian model construction, and sparse graphs, which is what we observe in
the real world (Newman, 2009). Several models have been developed which give
up this exchangeability assumption in order to obtain sparse graphs (Barabási
and Albert, 1999; Bollobás, Janson and Riordan, 2007).

Alternatively, Wolfe and Olhede (2013) propose a sparse network model via a
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Fig 1. Point process representation of a random graph. Each node i is embedded in R+ at
some location θi and is associated with a sociability parameter wi. An edge between nodes θi
and θj is represented by a point at locations (θi, θj) and (θj , θi) in R2

+.

scaling of the graphon with network size n, ρnω, leading to a sequence of finitely
exchangeable graphs and a consistent estimator of the graphon, ω. However, such
a formulation lacks a fully generative specification.

In this paper, we present the first class of generative models for graphs which
is able to handle both sparsity and infinite exchangeability. To achieve this goal,
instead of the discrete array structure of the adjacency matrix, we consider a
continuous-space representation of networks based on a point process on R2

+ (see
Figure 1)

Z =
∑
i,j

zijδ(θi,θj), (2)

where zij = 1 if there is a link between nodes θi and θj in R+, and is 0 otherwise.
Paralleling (1), the point process Z on R2

+ is exchangeable if and only if, for
any permutations π, σ of N,

(Z(Ai ×Aj))
d
= (Z(Aπ(i) ×Aσ(j))) for (i, j) ∈ N2, (3)

where here we consider intervals Ai = [h(i− 1), hi], h > 0 and i ∈ N.
In place of the Aldous-Hoover theorem, we now appeal to the continuous-

space counterpart (Kallenberg, 2005, Chapter 9) which provides a representation
theorem for exchangeable point processes on R2

+: a point process is exchange-
able if and only if it can be represented as a transformation of unit-rate Poisson
processes and uniform random variables (see Theorem 2). We show that by
carefully choosing this transformation, or equivalently the corresponding Lévy
measure on R2

+, we are able to construct sparse graphs while preserving ex-
changeability in this point process framework. In particular, when building on
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a specific class of Lévy measures called generalized gamma processes, we can
obtain graphs where the number of nodes increases at a rate below na for some
constant 1 < a < 2 that depends on the model parameters. In summary, our
proposed framework captures a number of desirable properties:

• Power Law. Our formulation yields a power-law form, which is useful in
practice since many real-world graphs exhibit power-law degree distribu-
tions (Newman, 2009).

• Sparsity. We can obtain graphs where the number of nodes increases
sub-quadratically.

• Exchangeability. Our formulation provides an exchangeable process (in
the sense of (3)).

• Simplicity. The resulting formulation is parsimonious: three hyperparam-
eters tune the expected number of nodes, power-law properties, etc.

• Interpretability An interpretation of our generative model is in terms
of sociability parameters wi > 0, that influence the probability of node i
forming an edge with any other node j as 1 − exp(−2wiwj). This single
node parameter leads to straightforward interpretability of the model.

By building on the framework of completely random measures (CRMs) (King-
man, 1967, 1993; Lijoi and Prünster, 2010), we are able to harness the consid-
erable theory of such processes to derive important properties of our proposed
model. For example, our sparsity result utilizes an urn representation provided
by a reformulation of our model in terms of normalized CRMs. Thus, our gen-
erative specification enjoys both an analytic representation in the Kallenberg
framework and a formulation in terms of CRMs. The former allows us to nicely
connect with existing random graph models whereas the latter provides inter-
pretability and theoretical analysis of the formulation beyond what is leant by
exchangeability alone.

Our paper is organized as follows. In Section 2, we provide background on
exchangeability for sequences, arrays, and random measures on R2

+. The latter
provides an important theoretical foundation for the graph structures we pro-
pose. We also present background on CRMs, which form the key building block
within our graph construction. The generic formulation for directed multigraphs,
undirected graphs, and bipartite graphs is presented in Section 3 with specific
cases considered in Section 5. The associated generic graph properties and those
tailored to the special cases, including methods for simulation, are presented in
Section 4 and 5, respectively. Section 6 provides an empirical analysis of network
properties of our proposed formulation relative to common network models.

2. Background

2.1. Exchangeability and de Finetti-type representation theorems

Our focus is on exchangeable random structures that can represent networks.
To build to such constructs, we first present a brief review of exchangeability
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for random sequences, continuous-time processes, and discrete network arrays.
Thorough and accessible overviews of exchangeability of random structures are
presented in the surveys of Aldous (1985) and Orbanz and Roy (2013). Here, we
simply abstract away the notions relevant to placing our network formulation
in context, as summarized in Table 1.

Table 1
Overview of representation theorems

Discrete structure Continuous time/space
Exchangeability de Finetti (1931) Bühlmann (1960)
Joint/separate exchangeability Aldous-Hoover (1979-1981) Kallenberg (1990)

The classical representation theorem arising from a notion of exchangeability
for discrete sequences of random variables is due to De Finetti (1931). The
theorem states that a sequence Z1, Z2, . . . with Zi ∈ Z is exchangeable if and
only if there exists a random probability measure Θ on Z with law ν such
that the Zi are conditionally i.i.d. given Θ. That is, all exchangeable infinite
sequences can be represented as a mixture with directing measure Θ and mixing
measure ν. If examining continuous-time processes instead of sequences, the
representation associated with exchangeable increments is given by Bühlmann
(1960) (see also Freedman (1996)) in terms of mixing Lévy processes.

The focus of our work, however, is on graph structures. Recall the definition
of exchangeability of arrays in (1). A representation theorem for exchangeability
of the classical discrete adjacency matrix, Z, follows in Theorem 1 by consid-
ering a special case of the Aldous-Hoover theorem to 2-arrays. We additionally
focus here on joint exchangeability—that is, symmetric permutations of rows
and columns—because of the applicability to our graph structures where both
rows and columns index the same set of nodes. Separate exchangeability allows
for different row and column permutations, making it applicable to scenarios
where one has distinct node identities on rows and columns, such as in the bi-
partite graphs we consider in Section 3.3. Extensions of Theorem 1 to higher
dimensional arrays are likewise straightforward (Orbanz and Roy, 2013).

Theorem 1 (Aldous-Hoover representation of jointly exchangeable ma-
trices (Aldous, 1981; Hoover, 1979)). A random 2-array (Zij)i,j∈N is jointly
exchangeable if and only if there exists a random measurable function f : [0, 1]3 →
Z such that

(Zij)
d
= (f(Ui, Uj , Uij)), (4)

where (Ui)i∈N and (Uij)i,j>i∈N with Uij = Uji are a sequence and matrix, re-
spectively, of i.i.d. Uniform[0, 1] random variables.

For undirected graphs where Z is a binary, symmetric adjacency matrix, the
Aldous-Hoover representation can be expressed as the existence of a graphon
ω : [0, 1]2 → [0, 1], symmetric in its arguments, where

f(Ui, Uj , Uij) =

{
1 Uij < ω(Ui, Uj)
0 otherwise.

(5)
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Exchangeability is a fundamentally important concept in modeling. For ex-
ample, an assumption of joint exchangeability in network models implies that
the probability of a given graph depends on certain structural features, such as
number of edges, triangle, and five-stars, but not on where these features occur
in the network. Likewise, for separate exchangeability, the probability of the
matrix is invariant to reordering of the rows and columns, e.g., users and items.
However, based on the Aldous-Hoover representation theorem, one can derive
the important consequence that if a random graph is exchangeable, it is either
dense or empty. Note, crucially, that this result assumes the graph is modeled
via a discrete adjacency matrix structure.

We instead consider here that a graph will be represented as a point process
Z =

∑
i,j zijδ(θi,θj) with nodes θi embedded in R+, as in (2). Kallenberg (1990)

derived de Finetti style representation theorems for separately and jointly ex-
changeable random measures on R2

+, which we present for the jointly exchange-
able case in Theorem 2. Recall the definition of joint exchangeability of a ran-
dom measure on R+ in (3). In the following, λ denotes the Lebesgue measure
on R+, λD the Lebesgue measure on the diagonal D = {(s, t) ∈ R2

+|s = t}, and

Ñ2 = {{i, j}|(i, j) ∈ N2}. We also define a U-array to be an array of independent
uniform random variables.

Theorem 2 (Representation theorem for jointly exchangeable ran-
dom measures on R2

+ (Kallenberg, 1990, 2005, Theorem 9.24)).
A random measure ξ on R2

+ is jointly exchangeable if and only if almost surely

ξ =
∑
i,j

f(α, ϑi, ϑj , ζ{i,j})δθi,θj + βλD + γ(λ× λ)

+
∑
j,k

(
g(α, ϑj , χjk)δθj ,σjk + g′(α, ϑj , χjk)δσjk,θj

)
+
∑
j

(
h(α, ϑj)(δθj × λ) + h′(α, ϑj)(λ× δθj )

)
+
∑
k

(
l(α, ηk)δρk,ρ′k + l′(α, ηk)δρ′k,ρk

)
(6)

for some measurable functions f : R4
+ → R+, g : R4

+ → R+ and h, h′, l, l′ from

R2
+ to R+. Here, (ζ{i,j}) with {i, j} ∈ Ñ2 is a U-array. {(θj , ϑj)} and {(σij , χij)}

on R2
+ and {(ρj , ρ′j , ηj)} on R3

+ are independent, unit-rate Poisson processes.
Furthermore, α, β, γ ≥ 0 are an independent set of random variables.

We place our proposed network model of Section 3 within this Kallenberg
representation in Section 4.1.

2.2. Completely Random Measures

Our models for graphs build on the completely random measure (CRM) (King-
man, 1967) framework. CRMs have been used extensively in the Bayesian non-
parametric literature for proposing flexible classes of priors over functional
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spaces, cf. (Regazzini, Lijoi and Prünster, 2003; Lijoi and Prünster, 2010). We
recall in this section basic properties of CRMs and describe some examples that
will be of particular interest later on. The reader can refer to the monograph of
Kingman (1993) for an exhaustive coverage.

A CRM W on R+ is a random measure such that for any countable number of
disjoint measurable setsA1, A2, . . . of R+, the random variablesW (A1),W (A2), . . .
are independent and

W (∪jAj) =
∑
j

W (Aj). (7)

If one additionally assumes that the distribution of W ([t, s]) only depends on
t − s, (i.e. we have i.i.d. increments of fixed size) then the CRM takes the
following form

W =

∞∑
i=1

wiδθi , (8)

where (wi)i∈N, (θi)i∈N are independent sequences of random variables on R+;
moreover, the Laplace transform of W (A) for any measurable set A admits the
following representation. For any t > 0,

E[exp(−tW (A))] = exp

(
−
∫
R+×A

[1− exp(−tw)] ρ(dw)λ(dθ)

)
, (9)

where ρ is a measure on R+ such that∫ ∞
0

(1− e−w)ρ(dw) <∞. (10)

The measure ρ is referred to as the jump part of the Lévy measure of the CRM
W . For a CRM W with i.i.d. increments, which are intimately connected to
subordinators (Kingman, 1993, Chapter 8), ρ characterizes these increments.
We denote this process as W ∼ CRM(ρ, λ). Note that W ([0, T ]) < ∞ for any
T <∞, while W (R+) =∞ if ρ is not degenerate at 0.

The jump part ρ of the Lévy measure is of particular interest for our con-
struction for graphs. If it satisfies the condition∫ ∞

0

ρ(dw) =∞ (11)

then there will be an infinite number of jumps in any interval [0, T ]. Other-
wise, the number of jumps will be finite almost surely. In our case, these jumps
will map directly to the nodes in the graph. We will in particular consider the
following cases

1. Poisson process with fixed increments a and

ρ(dw) = δw0(dw),

where δw0 is the dirac delta mass at w0 > 0.
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2. Compound Poisson process, where

ρ(dw) = h(w)dw

and h : R+ → R+ is such that
∫∞

0
h(w)dw = 1.

3. Gamma process, where

ρ(dw) = w−1 exp(−τw)dw.

with τ > 0. In this case, the CRM has an infinite number of jumps over
any interval [s, t].

4. Generalized gamma process (Brix, 1999; Lijoi, Mena and Prünster, 2007),
where

ρ(dw) =
1

Γ(1− σ)
w−1−σ exp(−τw)dw, (12)

with σ ∈ [0, 1) and τ ≥ 0 . It includes as a special case the gamma process
(σ = 0), the stable process (τ = 0) and the inverse-Gaussian process
(σ = 1

2 ). The CRM has an infinite number of jumps over any interval
[s, t].

3. Statistical network models

Our primary focus is on undirected network models, but implicit in our con-
struction is the definition of a directed integer-weighted, or multigraph, which
in some applications might be the direct quantity of interest. For example, in
social networks, interactions are often not only directed (“person i messages
person j ”), but also have an associated count. Additionally, interactions might
be typed (“message”, “SMS”,“like”,“tag”). Our proposed framework could be
directly extended to model such data.

Our undirected graph simply transforms the directed multigraph by forming
an undirected edge if there is any directed edge between two nodes. Due to
the straightforward relationship between the two graphs, much of the intuition
gained from the directed case carries over to the undirected scenario.

3.1. Directed multigraphs

Let V = (θ1, θ2, ...) be a countably infinite set of nodes with θi ∈ R+.
We represent the directed multigraph of interest using an atomic measure on

R2
+

D =

∞∑
i=1

∞∑
j=1

nijδ(θi,θj), (13)

where nij counts the number of directed edges from node θi to node θj . See
Figure 2 for an illustration of the restriction of D to [0, 1]2 and the corresponding
directed graph.
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Fig 2. An example of (a) the restriction on [0, 1]2 of an atomic measure D, (b) the corre-
sponding directed multigraph, and (c) corresponding undirected graph.

Our generative approach for modeling D associates with each node θi a socia-
bility parameter wi > 0 and employs a homogeneous CRM to define the atomic
measure

W =

∞∑
i=1

wiδθi W ∼ CRM(ρ, λ). (14)

Given W , D is simply generated from a Poisson process (PP) with intensity

given by the product measure W̃ = W ×W on R2
+:

D |W ∼ PP(W ×W ).

That is, informally, the individual counts nij are generated as Poisson(wiwj).

Note that by construction, for any A,B ⊂ R, W̃ (A×B) = W (A)W (B). There-

fore, on any bounded interval A of R+, since W (A) <∞, W̃ (A× A) has finite
mass as well.

The full generative model for the directed multigraph is therefore simply

W ∼ CRM(ρ, λ)

D|W ∼ PP(W ×W ).

3.2. Undirected graphs

We now turn to the primary focus of modeling undirected graphs. Similarly
to the directed case of Section 3.1, we represent an undirected graph using an
atomic measure

Z =

∞∑
i=1

∞∑
j=1

zijδ(θi,θj),

with the convention zij = zji ∈ {0, 1}. Here, zij = zji = 1 indicates an undi-
rected edge between nodes θi and θj . We arise at the undirected graph via a
simple transformation of the directed graph: set zij = zji = 1 if nij + nji > 0
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(b) Integer point pro-
cess D

0
0.2

0.4
0.6

0.8
1

0

0.2

0.4

0.6

0.8

1
0

0.2

0.4

0.6

0.8

1

(c) Point process Z
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Fig 3. An example of (a) the product measure W̃ = W × W , (b) a draw of the directed
multigraph measure D | W ∼ PP (W × W ), (c) corresponding undirected measure Z =∑∞
i=1

∑∞
j=1 min(nij , 1)δ(θi,θj) and (d) the sociability measure W used above.

and zij = zji = 0 otherwise. That is, place an undirected edge between nodes
θi and θj if and only if there is at least one directed interaction between the
nodes. Note that in this definition of an undirected graph, we allow self-edges.
This could represent, for example, a person posting a message on his or her own
profile page. The resulting hierarchical model is as follows:

W =
∑∞
i=1 wiδθi W ∼ CRM(ρ, λ)

D =
∑∞
i=1

∑∞
j=1 nijδ(θi,θj) D |W ∼ PP (W ×W )

Z =
∑∞
i=1

∑∞
j=1 min(nij + nji, 1)δ(θi,θj).

(15)

This process is depicted graphically in Figure 3.
Equivalently, given the sociability parameters w = {wi}, we can directly

specify the undirected graph model as

Pr(zij = 1 | w) =

{
1− exp(−2wiwj) i 6= j
1− exp(−w2

i ) i = j.
(16)

To see the equivalence between this formulation and the one obtained from
manipulating the directed multigraph, note that for i 6= j, Pr(zij = 1 | w) =
Pr(nij +nji > 0 | w). By properties of the Poisson process, nij and nji are inde-
pendent random variables conditioned on W . The sum of two Poisson random
variables, each with rate wiwj , is again Poisson with rate 2wiwj . The result (16)
arises from the fact that Pr(nij + nji > 0 | w) = 1 − Pr(nij + nji = 0 | w).
Likewise, the i = j case arises using a similar reasoning for Pr(zii = 1 | w) =
Pr(nii > 0 | w).

Our general network process is defined on R2
+ and, due to the fact that

W (R+) =∞, yields an infinite number of edges. In applications, we are typically
interested in considering graphs with a finite number of edges. We therefore
consider restrictions Dα and Zα of D and Z, respectively, to the box [0, α]2. We
also denote by Wα and λα the corresponding CRM and Lebesgue measure on
[0, α]. We write Z∗α = Zα([0, α]2), the total mass on [0, α]2, and similarly for D∗α
and W ∗α. By definition, Dα is drawn from a Poisson process with finite mean
measure Wα×Wα, so we have the following generative model for simulating Dα
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and Zα directly:

Wα ∼ CRM(ρ, λα)

D∗α|W ∗α ∼ Poisson(W ∗ 2
α ).

For k = 1, . . . , D∗α and j = 1, 2

Ukj |Wα
iid∼ Wα

W ∗α

Dα =

D∗α∑
k=1

δ(Uk1,Uk2). (17)

Here, the variables Ukj ∈ R+ correspond to nodes in the graph, and pairs of
variables (Uk1, Uk2) correspond to a directed edge from node Uk1 to node Uk2.
The number of such directed edges, D∗α, depends on the total mass of the CRM,
W ∗α. For each such directed edge, the defining nodes Ukj are drawn from a
normalized CRM, Wα

W∗α
. As the normalized CRM Wα

W∗α
is discrete with probability

1, the Ukj take a number Nα ≤ 2D∗α of distinct values. Here, Nα corresponds
to the number of nodes with degree at least one in the network. Recall that the
undirected network construction simply forms an undirected edge between a set
of nodes if there exists at least one directed edge between them. If we consider
unordered pairs {Uk1, Uk2}, the number of such unique pairs takes a number

N
(e)
α ≤ D∗α of distinct values, where N

(e)
α corresponds to the number of edges

in the undirected network.
The construction (17), derived from the construction of the directed graph

as a Cox process, enables us to re-express the model in terms of normalized
CRMs (Regazzini, Lijoi and Prünster, 2003). This is very attractive both prac-
tically and theoretically; as we show in Section 5, one can use this framework
to build on the various results on urn processes and power-law properties of
normalized CRMs in order to get exact samplers for our graph models as well
as to show its sparsity.

Finite-dimensional generative process We now describe this urn formu-
lation, that allows us to obtain a finite dimensional generative process. Let
(U ′1, . . . , U

′
2D∗α

) = (U11, U12, . . . UD∗α1, UD∗α2). For some classes of Lévy measure

ρ, it is possible to integrate out the normalized random measure µα = Wα

W∗α
in

(17) and to derive the conditional distribution of U ′n+1 given (W ∗α, U
′
1, . . . , U

′
n).

We first recall some background on random partitions. As µα is discrete with
probability 1, variables U ′1, . . . , U

′
n take a number k ≤ n of distinct values Ũ ′j ,

with multiplicities 1 ≤ mj ≤ k. The distribution on the underlying partition
is usually defined in terms of an exchangeable partition probability function

(EPPF) (Pitman, 1995) Π
(k)
n (m1, . . . ,mk|W ∗α) which is symmetric in its argu-

ments. Note that the EPPF associated to the normalized CRM depends in gen-
eral on the total mass of the CRM. The predictive distribution of U ′n+1 given
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(W ∗α, U
′
1, . . . , U

′
n) can be given in terms of the EPPF:

U ′n+1|(W ∗α, U ′1, . . . , U ′n) ∼
Π

(k+1)
n+1 (m1, . . . ,mk, 1|W ∗α)

Π
(k)
n (m1, . . . ,mk|W ∗α)

1

α
λα

+

k∑
j=1

Π
(k)
n+1(m1, . . . ,mj + 1, . . . ,mk|W ∗α)

Π
(k)
n (m1, . . . ,mk|W ∗α)

δŨ ′j
. (18)

We now summarize the whole generative process, where PW∗α is the distribution
of W ∗α:

W ∗α ∼ PW∗α
D∗α|W ∗α ∼ Poisson(W ∗ 2

α ).

(Ukj)k=1,...,D∗α;j=1,2|W ∗α ∼ Urn process (18)

Dα =

D∗α∑
k=1

δ(Uk1,Uk2). (19)

The above alternative representation of the model can be used to sample exactly
from our graph model; it requires us to be able to sample from the distribution
PW∗α as well as to evaluate the EPPF. In Section 5 we show that this is indeed
possible for the generalized gamma process class of CRMs. If this is not possible,
in Section 4.3 we present alternative, though potentially more computationally
complex, methods for simulation.

Remark 3 The urn construction highlights a connection with the configuration
model (Bollobás, 1980; Newman, 2009), a popular model for generating simple
graphs with a given degree sequence. The configuration model proceeds as follows.
First, the degree ki of each node i = 1, . . . , n is specified such that the sum of ki
is an odd number. Each node i is given a total of ki stubs, or demi-edges. Then,
we repeatedly choose pairs of stubs uniformly at random, without replacement,
and connect the selected pairs to form an edge. The simple graph is obtained
either by discarding the multiple edges and self-loops (an erased configuration
model), or by repeating the above sampling until obtaining a simple graph.

3.3. Bipartite graphs

The above construction can also be extended to bipartite graphs. Let V =
(θ1, θ2, ...) and V ′ = (θ′1, θ

′
2, ...) be two countably infinite set of nodes with

θi, θ
′
i ∈ R+. We assume that only connections between nodes of different sets

are allowed. We represent the directed bipartite multigraph of interest using an
atomic measure on R2

+

D =

∞∑
i=1

∞∑
j=1

nijδ(θi,θ′j), (20)
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where nij counts the number of directed edges from node θi to node θ′j . Similarly,
the bipartite graph is represented by an atomic measure

Z =

∞∑
i=1

∞∑
j=1

zijδ(θi,θ′j).

Our bipartite graph formulation introduces two CRMs W ∼ CRM(ρ, λ) and
W ′ ∼ CRM(ρ′, λ), whose jumps correspond to sociability parameters for nodes
in sets V and V ′, respectively. The generative model for the bipartite graph
mimics that of the non-bipartite one:

W =
∑∞
i=1 wiδθi W ∼ CRM(ρ, λ)

W ′ =
∑∞
j=1 w

′
jδθ′j W ′ ∼ CRM(ρ′, λ)

D =
∑∞
i=1

∑∞
j=1 nijδ(θi,θ′j) D |W,W ′ ∼ PP (W ×W ′)

Z =
∑∞
i=1

∑∞
j=1 min(nij , 1)δ(θi,θ′j).

(21)

The model (21) has been proposed by Caron (2012) in a slightly different for-
mulation. Here we cast the model within our general framework for sparse and
exchangeable networks, garnering the properties derived in this paper.

4. Simulation and general properties

We provide here general properties of our network model that apply for any
choice of Lévy intensity ρ. In the next section, we provide more refined proper-
ties, depending on specific choices of ρ.

4.1. Exchangeability under the Kallenberg framework

Proposition 4 (Joint exchangeability of the undirected graph mea-
sure).
For any CRM W ∼ CRM(ρ, λ), the point process Z defined by (15), or equiva-
lently by (16), is jointly exchangeable.

Proof. The proof follows from the properties of W ∼ CRM(ρ, λ). Let Ai =
[(i− 1)h, ih] for h > 0 and i ∈ N. We have

(W (Ai))
d
= (W (Aπ(i))) (22)

for any permutation π of N. As D(Ai×Aj) ∼ Poisson(W (Ai)W (Aj)), it follows
that

(D(Ai ×Aj))
d
= (D(Aπ(i) ×Aπ(j))) (23)

for any permutation π of N. Joint exchangeability of Z follows directly.
We now reformulate our network process in the Kallenberg representation of

(6). Due to exchangeability, we know that such a representation exits. What we
show here is that our CRM-based formulation has an analytic and interpretable
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representation. In particular, the CRM W can be constructed from a two-
dimensional unit-rate Poisson process on R2

+ using the inverse Lévy method (Khint-
chine, 1937; Ferguson and Klass, 1972). Let (θi, ϑi) be a unit-rate Poisson pro-
cess on R2

+. Define L(x) =
∫∞
x
ρ(dw). Then the CRM W =

∑
wiδθi with Lévy

measure ρ(dw)dθ can be constructed from the bi-dimensional point process by
taking wi = L−1(ϑi). L

−1 is a monotone function, known as the inverse Lévy
intensity. It follows that our undirected graph model can be formulated under
the representation of (6) by selecting

f(α, ϑi, ϑj , ζ{i,j}) =

{
1 ζ{i,j} ≤M(ϑi, ϑj)
0 otherwise

(24)

where M : R2
+ → [0, 1] is defined by

M(ϑi, ϑj) =

{
1− exp(−2L−1(ϑi)L

−1(ϑj)) if ϑi 6= ϑj
1− exp(−L−1(ϑi)

2) if ϑi = ϑj .

In Section 5, we provide explicit forms for L depending upon our choice of
Lévy intensity ρ. The expression (24) represents a direct analog to that of (5)
arising from the Aldous-Hoover framework. In particular, M here is akin to the
graphon ω, and thus allows us to connect our CRM-based formulation with the
extensive literature on graphons. An illustration of the network construction
from the Kallenberg representation, including the function M , is provided in
Figure 4. Note that had we started from the Kallenberg representation and se-
lected an f (or M) arbitrarily, we would likely not have yielded a network model
with the normalized CRM interpretation that enables both interpretability and
analysis of network properties, such as those presented in Sections 5.3 and 5.4.

Such a statement of joint exchangeability and the associated Kallenberg rep-
resentation is straightforward to derive for the directed multigraph measure D
as well. For the bipartite graph, an application of Kallenberg’s representation
theorem for separate exchangeability can likewise be made.

4.2. Interactions between groups

For any disjoint set of nodes A,B ⊂ R, A∩B = ∅, the probability that there is
at least one connection between a node in A and a node in B is given by

Pr(Z(A×B) > 0|W ) = 1− exp(−2W (A)W (B)).

That is, the probability of a between-group edge depends on the sum of the
sociabilities in each group, W (A) and W (B), respectively.

4.3. Simulation

To simulate an undirected graph, we harness the directed multigraph represen-
tation. That is, we first sample a directed graph and then transform it to an
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θj θi α

ϑi

ϑj

ϑi ϑj

ϑi

ϑj

Fig 4. Illustration of the model construction based on the Kallenberg representation. (left) A

unit-rate Poisson process (θi, ϑi), i ∈ N on [0, α]× R+. (right) For each pair {i, j} ∈ Ñ2, set
zij = zji = 1 with probability M(ϑi, ϑj). Here, M is indicated by the blue shading (darker
shading indicates higher value) for a stable process (GGP with τ = 0). In this case there are
analytic expressions of L−1 and therefore M .

undirected graph as described in Section 3.2. One might imagine simulating a
directed network by first sampling Wα and then sampling Dα given Wα. How-
ever, recall that Wα may have an infinite number of jumps. One approach to
coping with this issue, which is possible for some Lévy intensities ρ, is to resort
to adaptive thinning (Lewis and Shedler, 1979; Ogata, 1981; Favaro and Teh,
2012). A related alternative approach, but applicable to any Lévy intensity ρ
satisfying (11), is the inverse Lévy method. This method first defines a threshold
ε and then samples the weights Ω = {wi|wi > ε} using a Poisson measure on
[ε,+∞]. One then simulates Dα using these truncated weights Ω.

A naive application of this truncated method that considers sampling directed
or undirected edges as in (15) or (16), respectively, can prove computationally
problematic since a large number of possible edges must be considered (one
Poisson/Bernoulli draw for each θi, θj pair for the directed/undirected case).
Instead, we can harness the Cox process representation and resulting sampling
procedure of (17) that first samples the total number of directed edges and
then their specific instantiations. More specifically, to simulate a point process
on [0, α]2, we use the inverse Lévy method to sample

Πα,ε = {(w, θ) ∈ Π, 0 < θ ≤ α,w > ε}. (25)

LetWα,ε =
∑K
i=1 wiδθi be the associated truncated CRM andW ∗α,ε = Wα,ε([0, α]).

We then sample D∗α,ε and Uk,j as in (17) and set Dα,ε =
∑D∗α,ε
k=1 δUk1,Uk2 . The

undirected graph measure Zα,ε is set to the manipulation of Dα,ε as in (15).
In the next section, we show that it is possible to sample a graph exactly

when considering the classes of (generalized) gamma processes by resorting to
an urn scheme.
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5. Special cases

In this section, we review the properties of various models depending on the
Lévy measure ρ, and their link to classical random graph models. We show that
in some cases, our proposed formulation can lead to sparse random graphs in
which the number of edges increases at rate o(na), where n is the number of
nodes and 1 < a < 2 . We focus on the undirected graph case, but similar results
can be obtained for directed multigraphs and bipartite graphs.

5.1. Poisson process

In this case, we have

L(x) =

{
1 if x < w0

0 otherwise

and the model can be defined as follows, ignoring self-edges. Sample n ∼ Poisson(α).
For i = 1, . . . n, sample θi ∼ Uniform([0, α]). For 0 < i < j < n, set zij = zji = 1
with probability 1−exp(−2w2

0) and 0 otherwise. The model is therefore equiva-
lent to the Erdös-Rényi random graph model G(n, p) with n ∼ Poisson(α) and
p = 1− exp(−2w2

0). Therefore, this choice of ρ leads to a dense graph where the
number of edges grows quadratically with the number of nodes n.

5.2. Compound Poisson process

In this case, we have
L(x) = 1−H(x)

where H is the distribution function associated with h.
Here, we arrive at a framework that is similar to the standard graphon.

Specifically, sample n ∼ Poisson(α). Then, for i = 1, . . . n set zij = zji = 1 with
probability M(Ui, Uj) where Ui are uniform variables and M is defined by

M(Ui, Uj) = 1− exp(−2H−1(Ui)H
−1(Uj)).

This representation is the same as with the Aldous-Hoover theorem, where the
number of nodes is random and follows a Poisson distribution. As such, the
resulting random graph is either trivially empty or dense.

5.3. Gamma process

In this case, we have
L(x) = E1(τx)

where E1(z) =
∫∞

1
t−1 exp(−zt)dt is the exponential integral.
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Exact sampling via an urn approach In the case of the gamma process, the
distribution of the total mass W ∗α is Gamma(α, τ). The urn process is known as
the Blackwell-MacQueen urn process (Blackwell and MacQueen, 1973; Pitman,
1996)

U ′n+1|(W ∗α, U ′1, . . . , U ′n) ∼ 1

α+ n
λα +

k∑
j=1

mj

α+ n
δŨ ′j

. (26)

One can therefore use the generative process (19) in order to sample exactly
from the model.

Expected number of nodes and edges The urn process described above
is useful in deriving approximations for the mean and variance of the number
of nodes with degree at least one and of the number of edges in the multigraph,
as given in Proposition 5. The proof is in the Appendix.

Proposition 5 Let Nα be the number of nodes with at least one edge. Then for
α� τ2 > 0

E[Nα] ' α
(

log

(
2α

τ2

))
Var[Nα] ' α

(
log

(
2α

τ2

)
+ 4αψ(1, α)

)
.

where ψ(1, α) is the first derivative of the digamma function evaluated at α. Let

D∗α be the number of edges in the directed multigraph. Then

E[D∗α] =
α(α+ 1)

τ2
V ar[D∗α] =

α(α+ 1)

τ2

(
1 +

4α+ 6

τ2

)
.

5.4. Generalized gamma process

In this case, we have

L(x) =

∫ ∞
x

1

Γ(1− σ)
w−1−σ exp(−τw)dw =

{
τσΓ(−σ,τx)

Γ(1−σ) if τ > 0
x−σ

Γ(1−σ)σ if τ = 0

where Γ(a, x) is the incomplete gamma function.
Example realizations of the process for various values of σ are displayed in

Figure 5 alongside a realization of an Erdös Rényi graph.

Exact sampling via an urn approach In the generalized gamma process
case, W ∗α is an exponentially tilted stable random variable, for which exact
samplers exist (Devroye, 2009). As shown by Pitman (2003) (see also (Lijoi,
Prünster and Walker, 2008)), the EPPF conditional on the total mass W ∗α = t
only depends on the parameter σ (and not τ, α) and is given by

Π
(n)
k (m1, . . . ,mk|t) =

σkt−n

Γ(n− kσ)gσ(t)

∫ t

0

sn−kσ−1gσ(t− s)ds

(
k∏
i=1

Γ(mi − σ)

Γ(1− σ)

)
(27)
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(a) G(1000, 0.05) (b) GGP (100, 2, 0) (c) GGP (100, 2, 0.5) (d) GGP (100, 2, 0.8)

Fig 5. Sample graphs: (a) Erdös-Rényi graph G(n, p) with n = 1000 and p = 0.05 (b-c)
Generalized gamma process graph GGP (α, τ, σ) with α = 100, τ = 2 and (b) σ = 0, (c)
σ = 0.5, (d) σ = 0.8. The size of a node is proportional to its degree. Graphs have been
generated with the software Gephi.

where gσ is the pdf of the positive stable distribution. Plugging the EPPF of
(27) in to (18) yields the urn process for sampling in the generalized gamma
process case.

Power-law properties

Theorem 6 Let Nα,j, 1 ≤ j be the number of nodes in the directed graph D
with j outgoing or ingoing edges (a self edge counts twice for a given node).
Then we have the following asymptotic results

Nα,j
Nα

−−−−→α→∞ pσ,j =
σΓ(j − σ)

Γ(1− σ)Γ(j + 1)
, (28)

almost surely. In particular, for large j, we have the following tail behavior

pσ,j ∼
σ

Γ(1− σ)
j−1−σ (29)

corresponding to a power-law behavior.

The proof, which builds on the asymptotic properties of normalized generalized
gamma processes (Lijoi, Mena and Prünster, 2007), is given in the Appendix.

Sparsity of the graph The following theorem states that the number of
edges grows sub-quadratically in the number of nodes in the graph. There is
some discrepancy in the literature as to the definition of network “sparsity”,
and some may simply refer to our network growth as “not dense”.

Theorem 7 Let Nα be the number of nodes and N
(e)
α be the number of edges in

the undirected graph. Assume σ > 0 and let 0 < ε < σ be some small constant.
Then

N (e)
α = O(N2−σ+ε

α )

almost surely as α→∞, i.e. the underlying graph is sparse.

The proof, which builds on Theorem 6, is given in the Appendix.
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6. Empirical analysis of graph properties

For the GGP-based formulation, we provide an empirical analysis of our network
properties in Figure 6 by simulating undirected graphs using the approach de-
scribed in Section 4.3 for various values of σ, τ . We compare to an Erdös Rényi
random graph, preferential attachment (Barabási and Albert, 1999), and the
Bayesian nonparametric network model of (Lloyd et al., 2012). The particular
features we explore are

• Degree distribution Figure 6(a) demonstrates that the model can ex-
hibit power-law behavior providing a heavy-tailed degree distribution. As
shown in Figure 6(b), the model can also handle an exponential cut-off in
the tails of the degree distribution, which is an attractive property (New-
man, 2009).

• Number of degree 1 nodes Figure 6(c) examines the fraction of degree
1 nodes versus number of nodes.

• Sparsity Figure 6(d) plots the number of edges versus the number of
nodes. The larger σ, the sparser the graph. In particular, for the GGP
random graph model, we have network growth at a rate O(na) for 1 <
a < 2 whereas the Erdös Rényi (dense) graph grows as O(n2).

Interpretation of hyperparameters Based on the properties derived and
explored empirically in this section, we see that our hyperparameters have the
following interpretations:

• σ— From Figure 6(a) and (d), σ relates to the slope of the degree distri-
bution in its power-law regime and the overall network sparsity. Increasing
σ leads to higher power-law exponent and sparser networks.

• α— From Proposition 5, α provides an overall scale that affects the num-
ber of nodes and directed interactions, with larger α leading to larger
networks.

• τ— From Figure 6(b), τ determines the exponential decay of the tails of
the power-law degree distribution, with τ small looking like pure power-
law. This is intuitive from the form of ρ(dw) in (12), where we see that τ
affects large weights more than small ones.

Appendix A: Proof of Proposition 5

We derive E[Nα] using iterated expectation. First, as Nα corresponds to the
number of different values when sampling 2D∗α data from a Dirichlet process,

E[Nα|D∗α] ' α log

(
1 +

2D∗α
α

)
,

and for α >> τ2 > 0, we have
2D∗α
α >> 1 such that

E[Nα|D∗α] ' α log

(
2D∗α
α

)
.
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Fig 6. Examination of the undirected network properties with generalized gamma pro-
cess (averaging over graphs with various α) in comparison to an Erdös Rényi G(n, p)
model with p = 0.05 (ER), the preferential attachment model of (Barabási and Albert,
1999) (BA), and the nonparametric formulation of (Lloyd et al., 2012) (Lloyd). (a-b)
Degree distribution on a log-log scale for (a) various values of σ (τ = 10−2) and (b)
various values of τ (σ = 0.5) for the GGP. (c) Number of nodes with degree one ver-
sus the number of nodes on a log-log scale. Note that the Lloyd method leads to dense
graphs such that no node has only degree 1. (d) Number of edges versus the number of
nodes. In (d) we note growth at a rate O(na) for all models, with a = 2 for the Erdös
Rényi model (dense graphs) and 1 < a < 2 for the GGP model with σ > 0. Simulations
seem to indicate a subquadratic rate for the gamma process (σ = 0), although our proof
does not apply in this case.
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Conditioning on W ∗α alone,

E[Nα|W ∗α] = E[E[Nα|D∗α]|W ∗α] = α log

(
2

α

)
+ αE [log (D∗α) |W ∗α]

' α log

(
2

α

)
+ α log

(
W ∗ 2
α

)
.

Finally, using the fact that in the gamma process case, we haveW ∗α ∼ Gamma(α, τ),

E[Nα] = α log

(
2

α

)
+ 2αE [log (W ∗α)]

= α log

(
2

α

)
+ 2α(ψ(α)− log(τ))

' α log

(
2α

τ2

)
as ψ(α) ' logα for large α.

Similarly, for the variance, we have

E[N2
α|D∗α] ' α log

(
2D∗α
α

)
+

(
α log

(
2D∗α
α

))2

E[N2
α|W ∗α] ' α log

(
2W ∗ 2

α

α

)
+

(
α log

(
2W ∗ 2

α

α

))2

.

Using E
[
(log 2

αW
∗ 2
α )2

]
= 4(log

√
ατ√
2
− ψ(α))2 + 4ψ(1, α) ' log2 τ2

2α + 4ψ(1, α),

we obtain

V ar(Nα) = α log

(
2α

τ2

)
+ α2

[
log2 τ

2

2α
+ 4ψ(1, α)

]
− α2 log2

(
2α

τ2

)
= α log

(
2α

τ2

)
+ 4α2ψ(1, α).

For the number of edges in the directed multigraph, we have

E[D∗α] = E[W ∗ 2
α ] =

α(α+ 1)

τ2

E[D∗ 2
α ] = E[W ∗ 2] + E[W ∗ 4] =

α(α+ 1)

τ2
+
α(α+ 1)(α+ 2)(α+ 3)

τ4
.

Hence

V ar(D∗α) =
α(α+ 1)

τ2
(1− α(α+ 1)

τ2
) +

α(α+ 1)(α+ 2)(α+ 3)

τ4

=
α(α+ 1)

τ2

(
1− α(α+ 1)

τ2
+

(α+ 2)(α+ 3)

τ2

)
=
α(α+ 1)

τ2

(
1 +

4α+ 6

τ2

)
.
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Appendix B: Proof of Theorem 6

Consider the conditionally Poisson construction

D∗α ∼ Poisson(W ∗ 2
α )

(U ′1, . . . , U
′
2D∗α

)|D∗α,Wα ∼
Wα

W ∗α
.

From this construction, it is clear that the number of U ′j in any interval [a, b]
goes to infinity as α goes to infinity. We can therefore invoke asymptotic results
on iid sampling from a normalized generalized gamma process.

Let Nα,j be the number of clusters of size j in (U ′1, . . . , U
′
2D∗α

). In the di-
rected graph model, Nα,j corresponds to the number of nodes with j incom-
ing/outgoing edges (self-edges count twice for a given node).

As the U ′j are drawn from a normalized generalized gamma process of pa-
rameters (α, σ, τ), we have the following asymptotic result (Pitman, 2006; Lijoi,
Mena and Prünster, 2007, Corollary 1)

Nα,j
Nα

−−−−→α→∞ pσ,j =
σΓ(j − σ)

Γ(1− σ)Γ(j + 1)
.

almost surely, for j = 1, 2, . . ..

Appendix C: Proof of Theorem 7

The sparsity of the directed and undirected graphs is a consequence of the
power-law properties of the directed multigraph. Let ηj be the average number
of undirected edges for nodes with j directed edges. Then we have

N (e)
α ≤

∞∑
j=1

ηjNα,j .

Using Theorem 6, we have

∞∑
j=1

ηjNα,j → Nα

∞∑
j=1

ηjpσ,j
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almost surely, as α → ∞. Using the fact that ηj ≤ min(j,Nα), we can further
upper bound the quantity defined above

Nα

∞∑
j=1

ηjpσ,j ≤ Nα
∞∑
j=1

min(j,Nα)pσ,j

= Nα

Nα−1∑
j=1

j · pσ,j +N2
α

∞∑
j=Nα

pσ,j

= Nα

Nα∑
j=1

j1−σ+ε · j−ε+σpσ,j +N2
α

Γ(Nα − σ)

Γ(Nα)Γ(1− σ)

≤ N2−σ+ε
α

Nα∑
j=1

j−ε+σpσ,j +N2
α

Γ(Nα − σ)

Γ(Nα)Γ(1− σ)

where 0 < ε < σ. As j is large, Γ(j+a)
Γ(j+b) ∼ j

a−b. So

N2
α

Γ(Nα − σ)

Γ(Nα)
∼ N2−σ

α and

∞∑
j=1

jσ−εpσ,j <∞

for any 0 < ε. Hence

N (e)
α ≤ CN2+ε−σ

α (30)

almost surely, as α→∞, for some constant C > 0.
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