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Abstract

Bayesian modeling provides a principled approach to quantifying uncertainty in
model parameters and structure and has seen a surge of applications in recent
years. Despite a lot of existing work on an overarching Bayesian workflow, many
individual steps still require more research to optimize the related decision pro-
cesses. In this paper, we present results from a large simulation study of Bayesian
generalized linear models for double- and lower-bounded data, where we analyze
metrics on convergence, parameter recoverability, and predictive performance. We
specifically investigate the validity of using predictive performance as a proxy for
parameter recoverability in Bayesian model selection. Results indicate that – for a
given, causally consistent predictor term – better out-of-sample predictions imply
lower parameter RMSE, lower false positive rate, and higher true positive rate. In
terms of initial model choice, we make recommendations for default likelihoods and
link functions. We also find that, despite their lacking structural faithfulness for
bounded data, Gaussian linear models show error calibration that is on par with
structural faithful alternatives.

Keywords: Bayesian workflow, causal modeling, predictive performance, param-
eter recoverability, generalized linear models, simulation study

1. Introduction

Probabilistic (Bayesian) modeling provides a principled approach to quantifying uncer-
tainty in model parameters and model structure. In recent years, it has seen a surge of
applications in almost all quantitative sciences and industrial areas [43, 82, 46]. To support
the principled application of Bayesian methods, [46] propose an overarching workflow to
conduct Bayesian data analysis. In short, the workflow asks users to pick an initial model
and iteratively refine it, performing various checks on the way to ensure that probabilistic
assumptions are sensible, computations are valid, and model results are trustworthy for
the intended purpose. This basic model building loop is repeated until the user’s require-
ments are satisfied or no satisfactory model can be found with the available resources.
Within the overarching workflow, there remain many open questions with regards to indi-
vidual steps, sub-workflows and how to make optimal decisions to move forward through
the iterative steps of the workflow. In this paper, we want to investigate aspects of
both the initial model choice and its subsequent modifications during the model building
iterations, in the context of latent inferential goals as introduced below.

1

ar
X

iv
:2

21
0.

06
92

7v
1 

 [
st

at
.M

E
] 

 1
3 

O
ct

 2
02

2



1.1. Latent Inferential Goals

Modeling choices depend on the context of the analysis and users’ needs. In [23], we
proposed a systematic way to describe desirable properties of Bayesian models in terms
of utilities, which both provides a framework for principled modeling decisions and helps
making user requirements and chosen trade-offs explicit. Here, we focus on latent in-
ferential goals, that is, goals that aim to make inference about unobservable variables
(parameters) by means of data-informed models [23]. Below, we give a short introduction
to some of the important modeling utilities relevant for the latent inferential goals studied
in this paper. The presented utilities (as well as others discussed in [23]) are applicable
and useful more generally beyond the Bayesian perspective on modeling.

Causal consistency is the utility about the degree to which a model can support claims
about cause and effect, for example, about the effect of a treatment on a medical condition.
While standard statistical inference can handle the static nature of associations, causality
requires additional assumptions to build upon [93]. In terms of a utility for statistical
models, causal consistency means that the model is consistent with a theoretically justified
causal graph of its contributing variables. Causal consistency can be seen as a prerequisite
for statistical models to provide valid answers for latent inferential goals [23]. However, as
we also learn from the results of the present study, certain kinds of causal inconsistencies
can be much more detrimental than others [29].

Convergence is the degree to which a posterior approximator approaches its closest
possible approximation to the analytic posterior. Under certain conditions, Markov-Chain
Monte Carlo (MCMC), for example, provides an asymptotically unbiased posterior ap-
proximation given infinite samples [43]. As we rarely have time to wait an infinity, conver-
gence is a measure of whether we are sufficiently close to the ideal target. This is relevant
in practice as model parameter estimates only have the chance to be trustworthy after
convergence has been reached [74]. Accordingly, convergence is another prerequisite for
making valid latent inference on real data.

Parameter recoverability (PR) is a model’s ability to recover the (latent) param-
eters of an assumed true data generating process (DGP; [23]). It is also known as the
”explanation” perspective on statistical modeling [107, 133] and lies at the core of latent
inferential goals. The practical problem with PR is that it requires concrete knowledge of
the true DGP. Accordingly, it has to be studied in artificial settings where the true DGP
is known, with the hope that the real data of interest fulfills the assumptions of these
artificial settings sufficiently well [23]. The latter hope can be supported by evidence
obtained from model utilities that are available at real data inference time. In this paper,
we will specifically focus on predictive performance as one such supporting utilities, as
elaborated further in Section 1.2.

Predictive performance (PP) generally describes the ability of a model to accurately
predict new outcome data from existing observations. It is one of the most prominent
utilities of model performance in Bayesian data analysis and a central tool for model
comparisons [120, 43, 82]. In most cases, one is interested in out-of-sample (OOS) PP, as
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predicting unseen data is almost always the actual real-world goal [120]. PP is conceptu-
ally similar to PR in that both target the accurate estimation of model-implied quantities
[23], with the main difference that the former targets quantities that are observable at
real data inference time (i.e., outcome variables), which allows to derive estimates that
are independent of knowledge about the true DGP [120].

1.2. Prediction as Proxy for Explanation

From a philosophical perspective, prediction and explanation may be viewed as fully com-
patible [133]. However, in reality, the available finite data, as well as unknown misspecifi-
cations of causal or statistical assumptions in the fitted models often renders explanation
and prediction at least partially opposing [17, 107, 133, 91]. In the context of the here-
considered latent inferential goals, explanation is the primary target. Accordingly, in this
case, PP reduces to a conveniently available supporting utility that ideally helps to select
models with better PR at real data inference time [23]. In practice at least, and despite
the theoretical arguments for caution, this assumption is very commonly (and often im-
plicitly) made whenever explanatory model choices are based on OOS posterior predictive
metrics or their approximations, such as AIC (e.g., [125, 82]), DIC [111], WAIC [126, 122]
or ELPD-LOO [120, 122].

But under which circumstances is it actually valid to select explanatory models ac-
cording to such predictive estimates (or average over them according to their predictive
weights; [132])? It is one of the goals of this paper to shed some light on this question.
Based on a number of counter-examples [82, 107, 13, 51], the available research demon-
strates that this relationship cannot hold in general. Yet, despite a lot of literature on
the theoretical distinction between explanation and prediction (e.g., see [107, 133] for an
overview), the practical side of this topic has received comparably less attention.

For the remainder of this paper, we will refer to the question of using predictive perfor-
mance as proxy for parameter recoverability as the PP4PR question. Among the factors
that are likely influencing the (local) answer to this question, are the (in-)consistencies
between the true model and the fitted models, both causally and statistically, employed es-
timation algorithms, and even the particular realization of observed data. To study these
influencing factors systematically, we focus on the model class of (Bayesian) generalized
linear models, as they constitute a single framework of highly common, well structured
yet flexible models.

1.3. Generalized Linear Models

Despite or perhaps because of their simplicity, regression models make up a big part of all
statistical data analyses. Their success can be explained by several factors, involving the
ease of interpretation of their additive structure, rich mathematical theory, and (relative)
simplicity of their estimation [45, 53, 92, 47]. With all of these advantages, the vast
amount of modeling options and required analyst choices still render building trustworthy,
well-predicting, and well-explaining regression models a difficult task.

The generalized linear models (GLMs) we focus on here all consider a univariate
response variable y that is is assumed to follow a parametric likelihood distribution, often
called likelihood family [10, 19], with one main centrality parameter µ that is predicted
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as well as zero or more auxiliary distributional parameters ψ1, ..., ψP that are assumed
constant over observations. For the nth of a total of N observations in the training data,
we write

yn ∼ likelihood(µn, ψ1, . . . , ψP ). (1)

The domain of all distributional parameters is specific to the given likelihood family.
Regardless of its domain, µ may be predicted by a vector of predictor variables (also
called features or covariates) X = (x1, . . . , xK) where each variable xk is itself a vector of
length N . However, if the domain of µ does not span to whole real line, a link function
has to be introduced such that the transformed domain becomes fully unbounded. For
the nth observation we write

link(µn) =
J∑
j=0

bjfj(Xn). (2)

or equivalently

µn = inv link

(
J∑
j=0

bjfj(Xn)

)
. (3)

In Equations (2) and (3), Xn denotes the vector (x1n, . . . , xKn) of predictor values of the
nth observation, fj are deterministic (possibly non-linear) transformations of the predictor
variables and bj are the regression coefficients. Typically, f0 = 1 is a constant function and
used as an intercept. The inverse link function inv link is also known as response function
as it transforms the unbounded linear predictor onto the possibly restricted domain of µ.
In the context of artificial neural networks, the inverse link is also known under the term
activation function.

When setting up GLMs, the four important choices the analyst has to make are (a)
the likelihood family, (b) the link function, (c) the linear predictor term, and (d) whether
and how to regularize, that is, for Bayesian GLMs, what prior distributions to use. All of
them are mutually related [44], but specifically (a) and (b) are closely intertwined as the
choice of link function depends on the support of µ and thus on the chosen likelihood. It
is these two choices that we concentrate most of our efforts on here.

1.4. Choice of Likelihood and Link

In a nutshell, there are two kinds of approaches to choosing a likelihood. The first is to
search within the space of structurally faithful likelihoods that respect the variable type
of y [23, 43, 82], for example, an exponential or Gamma likelihood for positive continuous
data that has no or no known upper bound. The second is just using a normal likelihood
with identity link (i.e., linear regression) regardless of response type. The latter approach
is openly advocated for comparably rarely [54] but de-facto applied across many disciplines
because of its convenience and interpretability of the obtained regression coefficients. Still,
there are obvious drawbacks of the ”linear regression for all” approach, for example, that
it can produce predictions that are impossible in reality (e.g., negative counts). What is
more, it may seriously distort effect size estimates, their uncertainty, and sometimes even
their sign [113, 78, 130, 76]. When going the structural faithful route, a lot of different
options become available to the analyst, which adds the burden of choosing among them.
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In theory, there are of course an infinite number of possible distributions to consider.
In practice, the number of useful and practical available distributions is much smaller,
but still substantial. For example, in general-purpose regression software such as the
R packages gamlss [112], VGAM [134], or brms [19], analysts can choose among dozens
likelihoods in total with at least several being available for each response type.

Within the space of structural faithful likelihoods, distributions can still differ sub-
stantially. One important aspect is how they deal with aleatoric (irreducible) variability
in the responses. Location-scale families such as normal, logistic, or Student-t have a
dispersion parameter that takes full control over the variability independently of the dis-
tribution’s location. In families with bounded support, variability and location are usually
related in the sense that variability increases the further away the location is from the
boundaries. But even then families differ in how they account for variability. For exam-
ple, Poisson would assume equi-dispersion (equal variance and mean), negative binomial
would offer equi- and over-dispersion (higher variance then mean), while Conway-Maxwell
Poisson would offer equi-, over-, and under-dispersion [108, 131]. Other important aspects
that differ among structurally faithful likelihoods is how to deal with skewness or tail-
heaviness. They could either be fully dependent on location and variability or can have
their own specifically dedicated parameters as in student-t (for heavy tails), skew-normal
(for skewness), or skew-Student-t (for both), which are all generalization of the symmetric,
thin-tailed normal distribution [5, 2]. Especially in the context of regression models, the
kind of location parameter that µ represents is another crucial aspect in which likelihoods
differ. Most canonically, µ is the mean but for some likelihood parameterizations it rather
represents the median or mode, specifically if the mean has no analytic form [108, 52]. Of
course, the meaning of the regression coefficients change according to the meaning of µ
but this is not typically considered or acknowledged in practice.

The choice of link function can further complicate the situation. In common text
books, links are often just presented as an immediate implication of the likelihood choice,
such that the focus is on default links [82, 43, 47, 79], that is the identity link if µ is
unbounded, the log-link if µ is lower-bounded and the logit-link if µ is double-bounded1.
While we are not aware of any relevant competitor to the identity link in the unbounded
case, there exist multiple alternatives for both the lower- and double-bounded cases (see
Appendix A.2 and A.4).

The focus on the likelihood rather than the link can be understood from multiple
perspectives: First, the distributional assumptions for probabilistic quantities is at the
heart of statistical modeling and we have a better basis to argue about it (see above) then
about the choice of link function. Second, specifically in the context of binary regression
(requiring links for double-bounded parameters), it has been repeatedly argued [36, 47, 98]
that, as [47] puts it, different links ”provide essentially identical substantive conclusions”.
Overall, research on dedicated link function choice remains comparable thin and mostly
focuses on specific application in an applied field [e.g., 31, 57, 75]. In some contrast to
the apparently common understanding, the results we present in this paper suggest that

1Any continuous lower-bounded variable can be linearly shifted such that its support is the positive
numbers. Any continuous upper-bounded variable (without a lower bound) can be sign reversed and
shifted such that its support is again the positive numbers. Any continuous double-bounded variable can
be shifted and scaled such that its support is the unit interval. Accordingly, it is sufficient to consider
link functions with either positive or unit interval support.

5



the choice of link function may, in certain scenarios, very well be important for latent
inferential goals.

1.5. Aims and Structure of This Article

The range of practically relevant likelihood classes is quite big and encompasses, among
others, likelihoods for unbounded, lower-bounded, and double-bounded continuous data,
as well as binary, categorical, ordinal, count, and proportional (sum-to-one) data [58, 59,
112, 134, 21]. Studying all of them at once would be too large of a scope for a single paper.
Here, we focus our efforts on GLMs with lower-bounded or double-bounded continuous
likelihoods. Within these classes, we not only have several qualitatively different (non-
nested) likelihood options, but can also study both main classes of non-identity link
functions.

The first aim is to study the utility of prediction as proxy for explanation combined
with several causal (mis-)specification mechanisms. As we will do so by means of extensive
simulations, we can use the large amount of investigated modeling cases to make practical
recommendations for the choice of both likelihoods and link functions in the context of
Bayesian GLMs for lower-bounded and double-bounded continuous data, which consti-
tutes our second aim. As an additional contribution, we have developed the R package
bayesim [105] in the process of working on this paper, which facilitates large-scale simu-
lation studies of Bayesian models under both causal and statistical misspecification.

2. Methods

In this section, we will explain the simulation study’s design, including the considered
likelihoods and link, the data generation process, the fitting of Bayesian GLMs to the
simulated data, and the metrics we calculate for each fitted model. The basic architecture
of the study generates datasets (D) from a list of data generation configurations (G), fits
models using model fitting configurations (F) from all relevant combinations of likelihoods,
links, and linear predictor terms on each dataset, and calculate metrics of interest for
each model. The flow of the simulation is illustrated in Figure 1. Many aspects of this
simulation study are not only dependent on the methods and algorithms used, but also
on their current implementations. The simulation was written in R [99] using Stan [1, 25]
and brms [19]. Our simulation framework is available as an R package [105] and the code
for the simulation configurations can be found in our online appendix [104].

2.1. Considered Likelihoods and Link Functions

Below, for brevity, we only shortly list the likelihoods and links included in the simulation
study. A detailed review of the considered options and our inclusion criteria are available
in Appendix A.

Models for double-bounded responses. We included the beta, Kumaraswamy, sim-
plex, and transformed-normal likelihoods. The latter arise from applying the double-
bounded links to the response variable y, instead of to the location parameter µ, as
detailed in Appendix A.1. All of these likelihoods have two distributional parameters.
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F 
Model fitting

configurations 

D = S * G 
Datasets

M = F * D
Models

G 
Data generation
configurations 

For each generate
 S datasets of size N 

Fit each model fit configuration
 to each dataset

For each model
calculate metrics 

Figure 1: Conceptual simulation architecture. Multiple datasets are generated for each
entry from a list of data generation configurations. Each dataset is then fitted with every
entry from a list of model configurations and metrics are calculated for each fitted model.
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x

Beta
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Cloglog−normal

Figure 2: Exemplary illustrations of all included double-bounded densities each with three
different shapes. The y-axis is truncated at 5 from above for better visibility of different
shapes. For details, see Appendix A.1.

Figure 2 shows some exemplary densities for each of them, illustrating qualitatively dif-
ferent kinds of shapes they can accommodate. The three distinct shapes are uni-modal
symmetric and asymmetric shapes as well as a bi-modal bathtub shape. For the remain-
der of the paper, we will refer to these shapes as symmetric, asymmetric, and bathtub,
respectively. As link function, we included the logit, cauchit, and cloglog links, each of
them having qualitatively different properties (see Appendix A.2). Figure 3 illustrates
the included link functions and their corresponding response functions.

Models for lower-bounded responses. We included the gamma, Weibull, Fréchet,
inverse Gaussian, beta prime, Gompertz and transformed-normal likelihoods as detailed
in Appendix A.3. All of these likelihoods have two distributional parameters. Figure 4
shows some exemplary densities for each of them, illustrating qualitatively different kinds
of shapes they can accommodate. The three distinct shapes are uni-modal thin tailed
and heavy tailed shapes as well as a ramp shape. For the remainder of the paper we will
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Figure 3: Double-bounded link and corresponding response functions. For details, see
Appendix A.2.

refer to these shapes as thin tail, heavy tail, and ramp respectively. As link functions, we
included the log and softplus links (see Appendix A.4). Figure 5 illustrates the included
link functions and their corresponding response functions.

2.2. Data Generation

The foundation of the simulation study are the individual simulated datasets D. We
generate them from the combinations of likelihoods and link functions as presented in
Section 2.1. In practice, we usually cannot know if a model actually represents the true
DGP2, not only in terms of likelihood and link but also in terms of included predictors
and their (non-)linear combination on the latent space. Here, we use a causal directed
acyclic graph (DAG) [93] as the foundation for our data generating scenario of the linear
predictor term. Using DAG-based data generation allows us to add causally misspecified
models to our simulation, which use a set of predictors that differs from the true DGP.
Using causal DAGs has the added benefit of good theoretical understanding of how the
misspecification should influence parameter estimation. Figure 6 shows the DAG we use
for data generation. It is based on the work of [29] and combines four types of controls
into one structure. The DAG consists of an outcome y, a treatment x. and four additional
variables z1, z2, z3, z4 that correspond to four qualitatively different types of controls. Our
aim in this study is to estimate the causal effect of x on y.

The do-calculus framework [95] utilizes causal graphs representing assumptions about
cause and effect of the data at hand to state if a specific model can make unbiased
estimation about a causal effect. See Section 2.3 for how we use this when fitting models.

2Below a certain level of abstraction, the assumed model is probably never equal to the true DGP in
reality.

8



Figure 4: Exemplary illustrations of all included lower-bounded densities each with three
different shapes. For details, see Appendix A.3. The y-axis is truncated at 0.4 from above
for better visibility of different shapes.
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Figure 5: Lower-bounded link and corresponding response functions. For details, see
Appendix A.2. The gray dashed line indicates the identity function.
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x z2

z1

y

z4

z3

Figure 6: Full simulation study DAG. The aim is to estimate the causal effect of x on y.
The four zi allow for different causal misspecifications in the assumed models.

From there, we generated individual datasets of N = 100 observations as follows:

z1 ∼ normal(0, σz1)

z2 ∼ normal(0, σz2)

z3 ∼ normal(0, σz3)

x ∼ normal(βz1xz1 + βz3xz3, σx)

y ∼ likelihood(inv link(αy + βxyx+ βz1yz1 + βz2yz2), φ)

z4 ∼ normal(βxz4x+ βyz4y, σz4)

where φ denotes the second distributional parameter of the specific likelihood family (see
Appendix A). We chose normal distributions to generate all data variables besides y to
limit the scope of our simulations. Parameters of the true DGP were fixed to sensible
values as detailed below. A fully Bayesian approach to simulations would have meant to
draw parameters from a prior distribution, instead of setting them to some fixed values
[115]. However, in the present simulations, we choose against the former, because (a)
the variation in the parameter caused by the priors would have blurred the effect of
our carefully crafted causal misspecifications as well as different likelihood shapes, and
(b) for exponential-based link functions, the variance even from reasonably varying prior
distributions would lead to extreme datasets that are impossible in practice, a problem
that bugs Bayesian simulations more generally [42, 85].

Each likelihood’s second distributional parameter φ as well as the intercept αy were
chosen to represent the qualitative shapes we presented in Section 2.1. The individual co-
efficients for x and zi were then calibrated so that the parameter recovery was non-trivial
for the model representing the true DGP while also preventing the causal misspecified
models from obviously failing every time. The calibration procedure and simulation pa-
rameters chosen on that basis are documented in our online appendix [104]. An overview
of the data generation configurations is given in Table 1. Despite extensive precautions in
choosing the true DGP’s parameters, in few cases, response values under- or overflowed
numerically to the lower and upper boundaries, respectively. To prevent this, we intro-
duced a lower truncation bound of 0.000001 and (for the double-bounded data only) an
upper truncation bound of 0.999999, such that all floating point operations where stable
for all fitted models.

While we initially included the inverse Gaussian (IG) likelihood in our study, we
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observed severe sampling problems during model fitting when using an IG likelihood,
with more than half of the models failing to converge. This problem occurred consistently
in multiple independent IG implementations. In addition, both the inclusion of the IG as
true and assumed likelihood greatly increased the duration of our simulation study with
some models taking more than 100 times longer to fit than the average model. For these
reasons we decided to exclude the IG likelihood from our study.

We generated S = 200 datasets for each data generation configuration, as shown in
Table 1 in a fully crossed design, which lead to a total of D = 14, 400 datasets for both
double- and single-bounded data.

Table 1: Data generation configurations

Factor Levels

Double-bounded likelihoods beta, Kumaraswamy, simplex, transformed-normal
Double-bounded links logit, cauchit, cloglog, (identity)
Double-bounded shapes symmetric, asymmetric, bathtub
Lower-bounded likelihoods gamma, Weibull, transformed-normal, Fréchet, beta-

prime, Gompertz
Lower-bounded links log, softplus, (identity)
Lower-bounded shapes ramp, heavy tail, thin tail
True βxy zero, positive

Note: The identity link is listed in parenthesis as the transformed-normal datasets technically are
generated using an identity link, as the link transformation is part of the likelihood.

2.3. Model Fitting

After a dataset was generated, all the relevant models were fitted on the same dataset.
Each model is based on a fit configuration that consists of a likelihood, a link, and an linear
predictor term. The latter we will also refer to as formula from here on in reference to R
formula syntax. The likelihoods and links are the ones presented in Section 2.1. So given
a dataset generated from a double-bounded likelihood, we fitted several models on that
dataset using all (fully crossed) combinations of double-bounded likelihoods, links, and
DAG-based formulas (see below). The same approach was followed in the lower-bounded
scenario. Additionally, we fitted models using a normal likelihood with the respective
double- or lower-bounded links. While the normal likelihood does not respect the bounds
of the data, it is a convenient default choice that many people use in practice (see Section
1.3). Finally, we also fit a model with a normal likelihood and identity link on each dataset
to serve as a baseline, due to how commonly used linear regression is (see Section 1.4).

Using the graph in Figure 6, we can pose the query P (y | do(x)) to assess if it is
possible to estimate the unbiased causal effect βxy of x on y. If the do operator can be
eliminated, using the rules of do-calculus, the query is valid and one can use the proposed
model to make valid causal statements [93]. In this case we can use the (simplified) second
rule of do-calculus: P (y | do(x), z) = P (y | x, z) if z satisfies the back-door criterion. The
back-door criterion is satisfied if a set of variables z blocks all back-door paths from x
to y. Back-door paths are paths that start with an incoming arrow into x. The only
backdoor path from x to y goes through z1, a fork [93]. There is another possible causal
path through z4, a collider. However, collider paths are closed unless conditioning on
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the collider. In order to build a valid causal query for the effect of x on y, we need to
additionally condition on z1 to close the backdoor path. While this model would result in
an unbiased estimation of βxy, adding z2 will increase the precision of the estimation [29].
This results in the modified query P (y | do(x), z1, z2) which, using the rule above turns
into P (y | x, z1, z2). While this model does not reflect the entire data generating process,
we will refer to it as the true (causal) model for the remainder of the paper, as it is the
subset of the true DGP that is sufficient for estimating βxy optimally. By additionally in-
or excluding every zi, we get five possible formulas implying different (assumed) linear
predictor terms for y each of which are causally misspecified:

y ∼ x+ z1 + z2 (true model of y)

y ∼ x+ z1 (leaving out z2 reduces the precision of the estimation)

y ∼ x+ z1 + z2 + z3 (including z3 reduces the precision of the estimation)

y ∼ x+ z2 (leaving out z1 biases the estimation)

y ∼ x+ z1 + z2 + z4 (including z4 biases the estimation)

One central question in a Bayesian modelling workflow is the choice of priors. Contrary
to what we would recommend in practice, we used flat priors for all model parameters,
as it is not clear to us how one would specify equivalent priors for the different auxiliary
parameters φ (e.g., the precision parameter of the beta distribution) across all likelihoods.
What is more, different links imply different latent scales, which renders the regression co-
efficients’ scales incomparable across (assumed) links and thus further complicates equiv-
alent prior specification. In a real-world analysis, we would prefer to use more informative
priors, at least some that are weakly-informative [1, 43, 82]. Accordingly, the here-made
choice is to be understood only in the context of the present simulations to achieve better
comparability across likelihoods and links. Since the fitted models only have between 4
and 6 parameters, they are simple enough to be well identified on the basis of N = 100
observations alone. In initial adhoc experiments (not shown here), we have confirmed
that the differences in posteriors, their estimation efficiency as well as the implied pre-
diction metrics between models with flat vs. weakly informative was been minimal. In
our opinion such minimal differences do not justify extensive evaluation of different prior
choices, since prior specification is not in focus of the present paper (but see [1, 42] for
current recommendations).

All models were fit using Stan [25, 1] via brms [19] with two chains, 500 warmup- and
2000 post-warmup samples, which leaves us with S = 4000 total post-warmup posterior
samples per model that can be used for inference [1]. We used an initialization range of
init = 0.1 around the origin on the unconstrained space as some models, especially the
ones using a cloglog link, were struggling with the default initial value settings. For all
other MCMC hyperparameters, we applied the brms defaults [19]. The exact R [99] code
used for the model fitting is available in bayesim [105] and the online appendix [104]. An
overview of the model fit configurations is given in Table 2.

The full factorial design results in F = 80 fit configurations for the double-bounded
models and F = 75 fit configurations for the single-bounded models. Combined with
the D = 14, 400datasets, this leads to a total of M = 1, 152, 000 double-bounded and
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M = 1, 080, 000 single-bounded models fitted in our simulations.

Table 2: Model fit configurations.

Factor Levels

Double-bounded Likelihoods beta, Kumaraswamy, simplex, transformed-normal,
normal

Double-bounded Links logit, cauchit, cloglog, (identity)
Single-bounded Likelihoods gamma, Weibull, transformed-normal, Fréchet, beta-

prime, Gompertz, normal
Single-bounded Links log, softplus, (identity)
Formulas (right-hand side) x+z1+z2, x+z2, x+z1, x+z1+z2+z3, x+z1+z2+z4

Note: The identity link is listed in parenthesis as the transformed normal models technically use
an identity link while fitting, as the link transformation is part of the likelihood. In addition, the
normal likelihood is also fit with an identity link.

2.4. Model-Based Metrics

To investigate the model utilities introduced in Section 1.1, we calculated several metrics
per fitted model for convergence, PR, and PP, most of which are implemented in the loo
[124] and posterior [22] packages as well bayesim itself [105]. Causal consistency is directly
based on the known relation of the assumed formula with the true DGP so requires no
further metrics.

Convergence We computed the number of divergent transitions (DT) [14], as well as

state-of-the-art versions of R̂, bulk- and tail effective sample sizes ESSbulk and ESStail

[123]. In this paper we report the ratio of effective samples to total number of post-
warmup samples, REFF := ESS/S, as REFFbulk and REFFtail respectively.

Estimation Speed We computed the fitting time needed per effective sample both
with and without the warmup time included:

TESStotal :=
twarmup + tsampling

ESS
, (4)

TESSsampling :=
tsampling

ESS
, (5)

For ESSbulk we call this TESSbulk
total and TESSbulk

sampling, for ESStail, TESStail
total, and

TESStail
sampling respectively. As estimation speed is not a focus of this paper and strongly

implementation dependent, we present the results only in the online appendix [104].

Parameter recoverability We calculated the posterior bias and RMSE of the model’s
estimation of βxy. Given a true parameter value β̃ and posterior samples for the estimation
of said parameter β(s), we define (a sampling-based approximation of) the posterior bias,
and RMSE of the estimate as

bias(β) := E
[
β(s)
]
− β̃, (6)
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RMSE(β) :=

√
E
[
(β(s) − β̃)2

]
, (7)

where E[.] denotes expectations over the posterior distribution p(θ | ỹ) for training data
ỹ, which is approximated by the arithmetic mean over posterior samples. As we are
interested in the size of the bias more than the direction, we will present the absolute bias
| bias(β) | in our results. The above are reasonable measures for comparing models only if
the assumed link coincides with the true link of the DGP, as the link determines the scale
of linear predictor and thus the scale of the regression coefficients. To compare models
using different links, we calculated the false positive rate (FPR; also known as Type I- or
alpha-error rate) and the true positive rate (TPR; also known as statistical power, which
is the inverse of the Type II-error rate) as they are not scale dependent. In addition, we
also present FPR and TPR in their combined form via receiver operating characteristic
(ROC) curves [139].

Predictive Performance In the absence of any case-specific arguments for a particular
predictive metric, log-probability scores are recommended as a general-purpose choice
[122]. For this reason, we computed the expected log pointwise predictive density (ELPD,
[120, 122]) as our main predictive metric, which is defined as

ELPD(y∗) :=
N∗∑
i=1

log p(y∗i ) =
N∗∑
i=1

logE[p(y∗i | θ)], (8)

where y∗i denotes test data (previously unseen by the model), which was generated from
the same true DGP configuration as the training dataset. We refer to the above met-
rics as ELPDtest. In addition, we also calculated ELPD via leave-one-out cross-validation
(LOO-CV) as approximated via Pareto-smoothed importance sampling (PSIS) [122, 124].
We refer to this metric as ELPDloo. Approximate LOO-CV metrics have the advantage
that they are readily available for real data inference, at the expense of being only an
approximation that might fail to estimate out-of-sample PP accurately if there are influ-
ential observations [122]. As the ELPDtest would usually not be available during a real
world scenario, we mainly used it to double-check the reliability of the ELPDloo results.
As results of both metrics were highly comparable, conditional on passing the Pareto-k̂
diagnostic, so we do not report ELPDtest results for brevity.

In our study we also used the ELPDloo difference to the best performing model from
the group of all models that were fit on the same dataset. This representation of relative
PP has the benefit of being available in real world analysis scenario where the ground
truth is unknown.

∆ELPDloo(mi) := ELPDloo(mi)−max(ELPDloo(M)), (9)

where M := m1, ...,mn are all models, or a subset of those, that were fit on the same
dataset. Unless stated otherwise, M will be restricted to models that used the same
formula and in the case of scale dependent PR metrics the same link as the true DGP.

2.5. Statistical Analysis

To study the relationship between PR and PR, we fit Bayesian multilevel models (BMMs)
to the simulation results in order to investigate the (predictive) relationship of ∆ELPDloo
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with |bias(βxy)|, RMSE(βxy), FPR, and TPR.
Before fitting the BMMs, we filtered out results from models that did not converge well

enough, and thus would not be advisable to use during a real world analysis. Specifically,
we treated models as converged if they had less than 10 divergent transitions, a R̂ < 1.01
and both ESSbulk > 400 and ESStail > 400 as recommended by [123, 1]. In addition, we
set an upper threshold of ≤ 5 Pareto-k̂ values above 0.7 as PSIS becomes unreliable with
Pareto-k̂ values above 0.7 [121, 122]. This is relevant as the reliability of the ELPDloo

approximation depends on PSIS. Only very few converged models had any high Pareto-
k̂ values at all, so the above threshold on their number was not practically relevant.
Finally, we set a lower threshold for the ∆ELPDloo of −100 to remove models that had
exceptionally bad predictions compared to the best performing model (within the set
of compared models). Some convergence problems can be fixed via hyper-parameter
tuning (i.e., increased adapt-delta to reduce the number of divergent transitions) or longer
sampling time. However, we expect models that had problems in the here-considered,
rather simple scenarios to have even worse convergence in more complex cases, such that
simple hyper-parameter tuning would not be an available remedy any more. As those
models would not be viable in more complex scenarios and because refitting specific
models within the simulations would have required a lot of manual interventions, we
decided against pursuing convergence for all models.

We then fit BMMs with brms [19] using the following formula with (log) RMSE(βxy)
as outcome:

log(rmse) ~ 1 + formula*data_link*data_shape +

delta_elpd_loo:formula:data_link:data_shape +

(1 + formula + delta_elpd_loo:formula | dataset)

The formula for (log) |bias(β)| was defined analogously.

zero_in_95_ci ~ 1 + formula*data_link*data_shape*beta_xy_category +

delta_elpd_loo:formula:data_link:data_shape:beta_xy_category +

(1 + formula + delta_elpd_loo:formula | dataset)

The relevant modeling terms were the overall (”fixed”) effects of ∆ELPDloo in interaction
with the formula, the data generating link, and data generating shape as well as the
varying (”random”) effects of ∆ELPDloo in interaction with the formula, where the dataset
served as grouping factor. For the model on (binary) CI zero overlap, we used a Bernoulli
likelihood and added a categorical term on whether or not βxy = 0. We could directly
model the zero-overlap as for βxy = 0 it equals the FPR and for βxy 6= 0 it equals the
TPR. We included the formula in the interaction, as we do not aim for comparison across
formulas. Due to causal misspecifications they can have a strong influence on PR and thus
should not simply be averaged over. The grouping by dataset is necessary as comparison
of models is only fair if they are all trained on the same dataset. The data generating
shape and link influence the parameter scales which is why we also included them in the
interactions with ∆ELPDloo. As both are unique per dataset, modeling their effects as
varying across datasets would have been non-sensible.

In case of the RMSE(βxy) as outcome, we used a log-normal likelihood expressed as a
normal likelihood on log(RMSE(βxy)) to gain the speed improvements of highly optimized
linear regression functions in Stan [1]. We ran a single MCMC chain with 500 warmup and
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1000 post-warmup samples in threading mode (within-chain parallelization) on 20 CPU
cores [127]. The use of only using a single chain and within-chain-parallelization was
necessary to reduce the initial runtimes of several days, which exceeded the maximum
job run time on our computing cluster, to something manageable (and feasible on our
available hardware) of less than one day. All convergence metrics indicated sufficient
convergence. As we were mainly interested in the qualitative patterns, rather than high
resolution numerical results, we considered 1000 post-warmup samples leading to few
hundred ESS as sufficient.

3. Simulation Results

In this section, we present a selection of results from our simulation study that are rep-
resentative for the overarching results patterns. Additional results and the raw simu-
lation data are available in our online appendix [104]. We split this section into three
parts. First, we present summaries of the descriptive statistics for the double-bounded
and lower-bounded results, as these regard individual likelihoods and links. Thereafter,
we present the results from our investigation of the PP4PR question as these are less
dependent on individual likelihoods and links.

3.1. Double-bounded Results

Generally, we found that most of the double-bounded likelihoods and links performed
similar across many of the metrics we calculated (see Table 3). In terms of convergence,

the average R̂-values were far below the threshold of 1.01 for all combinations. The
beta and transformed-normal likelihoods showed the best sampling behaviour with no
convergence problems and the highest sampling efficiency (measured by RESSbulk and
RESStail) of all likelihoods. On the other end of the spectrum, the cloglog link was
especially problematic, causing higher numbers of DTs for the simplex (22 on average) and
Kumaraswamy likelihoods (8 on average). In addition, the simplex likelihood generally
had the worst sampling behaviour of all likelihoods, while the normal and Kumaraswamy
likelihoods were in the middle.

For PR measured via RMSE(βxy) and |bias(βxy)| the same patterns showed for both
metrics. The most obvious observation was the stark difference between the bathtub shape
and both the symmetric and asymmetric shapes for both recovery metrics, as exemplar-
ily shown in Figure 7 for the RMSE(βxy) and logit link. For both the symmetric and
asymmetric shapes, likelihood choice seems to have had little influence on RMSE(βxy)
and |bias(βxy)|. The beta likelihood had the best average RMSE(βxy) and |bias(βxy)|,
however the differences were heavily influenced by the bathtub shape. The normal and
Kumaraswamy likelihoods achieved similar recovery performance with less overall consis-
tency. The cauchit-normal was the exception from the general trend of similarity, as it
performed considerably worse than all other likelihoods.

In terms of error rates, the main take away is that causal consistency was the most
important aspect for FPR and TPR. Figure 8 shows that biased formulas had very high
FPR and varying TPR compared to the unbiased formulas. While choice of likelihood
and link mattered for individual DGPs, the only differences apparent when averaging
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Figure 7: RMSE(βxy) performance by data generating likelihood and shape for the logit
link. Only models with fit link = data link are included. The x indicates the mean.

across all DGPs (as shown in Figure 8) were lower TPR for the simplex and cauchit-
normal likelihoods. Notably, the normal-identity models had error rates similar to the
well performing canonical likelihood and link combinations.

For ∆ELPDloo we exemplarily present Figure 9 for data generated with a logit link.
The PP of the different likelihoods and links was very similar in many cases but the model
using the same likelihood and link as the true DGP was always among the best performing
models. The beta likelihood again performed very consistent for all DGPs besides data
from a combination of the simplex likelihood and bathtub shape which only the simplex
likelihood could predict well. The logit-normal and Kumaraswamy likelihoods performed
similarly to the beta, however with less consistency. The normal likelihood struggled with
data from the asymmetric and bathtub shapes but achieved good ∆ELPDloo for symmetric
data. The simplex and cauchit-normal likelihoods had the worst performance outside of
the self recovery scenarios. Similarly to the before mentioned utilities, the cloglog and
cauchit link were not as reliable as the logit link regarding ∆ELPDloo performance.

3.2. Lower-bounded Results

Similar to the double-bounded likelihoods, we found that many of the lower-bounded
likelihoods performed similar across many of the metrics we calculated (see Table 4).

As before, the average R̂-values for the lower bounded likelihoods were far below the
threshold of 1.01 for all combinations. The transformed-normal likelihoods showed the
best sampling behaviour with no convergence problems and the highest sampling efficiency
(measured by RESSbulk and RESStail) of all likelihoods. Close but not quite as as good as
the transformed-normal likelihoods were the beta prime, gamma and Weibull likelihoods.
On the other end of the spectrum, the Gompertz and Fréchet had higher numbers of of
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Figure 9: ∆ELPDloo performance for fit likelihood and link combinations over data gen-
erating likelihoods and shapes for logit data. The data was truncated to a difference of
100 or less and the plot was truncated to a difference of 50 for clarity. The x indicates
the mean.
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Figure 10: RMSE(βxy) performance by data generating likelihood and shape for the log
link. Only models with fit link = data link are included. The x indicates the mean.

DTs for the log and softplus links respectively. The normal likelihood was somewhat in
the middle with higher DTs for the log than for the softplus link. Generally, the log link
showed better sampling behaviour than softplus for all likelihoods besides the normal.

For PR measured via RMSE(βxy) and |bias(βxy)| the same patterns showed for both
metrics. The most obvious observation was the stark difference between the ramp shape
and both the thin- and heavy tail shapes for the log link as shown exemplarily in Figure
10 for the RMSE(βxy) and log link. For the softplus link all three shapes behaved more
similar to each other compared to the log link. Overall the best choice of likelihood
depended on the true DGP. The Weibull, normal, transformed-normal, Gamma and beta
prime likelihoods all performed well across many scenarios. The beta prime had the best
median and the gamma the best mean values across all DGPs. Notable exceptions to
those general trends were worse recovery for the beta prime likelihood on all Gompertz
data and softplus-normal heavy tail data. In addition, both the normal and transformed-
normal likelihoods had worse recovery on ramp shaped data. The Gompertz and Fréchet
likelihoods generally lacked consistency and had worse recovery than the other likelihoods
outside of a few favourable scenarios.

In terms of error rates, the main take-away is that causal consistency again was the
most important aspect for FPR and TPR. Figure 11 shows that biased formulas had
very high FPR and varying TPR compared to the unbiased formulas. While choice of
likelihood and link mattered for individual DGPs, the only differences apparent when
averaging across all DGPs (as shown in Figure 11) were lower TPR for the normal-
log combination and higher FPR for the Fréchet likelihood. As for the double-bounded
likelihoods, the normal-identity models had similar error rates to the well performing but
structurally faithful lower-bounded likelihood and link combinations.

For ∆ELPDloo we exemplarily present Figure 12 for data generated with a log link. The
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Figure 11: ROC for fit likelihoods by formula and fit link averaged over all lower-bounded
DGPs. The points are calculated from the 50%, 80%, 90% and 95% CIs, with the 95%
CI highlighted in black.

PP of the different likelihoods and links was very similar in many cases but the model using
the same likelihood and link as the true DGP was among the best performing models as
would be expected. For the log data, models fitted with a softplus link generally performed
worse than models fitted with a log link. The ramp data stands out here as softplus models
performed similar or sometimes even better than the log models. For softplus data, models
with a softplus link performed only slightly better than models with a log link. The best
∆ELPDloo performance was achieved by the gamma, log-normal, beta prime and Weibull
likelihoods. Of those four, only the log-normal showed a big improvement when using
the softplus link (i.e., the softplus-normal likelihood) for softplus data. The other three
likelihoods showed little improvement from just using the log link on softplus data. This is
interesting as we calibrated our DGPs to have latent means in the more linear parts of the
softplus link, where we would expect bigger differences between the log and softplus. The
normal, Fréchet, and Gompertz likelihoods all had considerably worse average ∆ELPDloo

values for both links outside of a few scenarios.

3.3. Predictive performance as Proxy for Parameter Recovery

We present results from the models discussed in Section 2.5 that predicted RMSE(βxy)
and zero-overlap of 95% CIs (giving us FPR and TPR depending on βxy) with ∆ELPDloo.
We do not present |bias(βxy)| results for brevity, as they show the same qualitative trends
as for the RMSE(βxy). See the online appendix [104] for |bias(βxy)| results.

Figures 13 and 14 show the conditional effects of ∆ELPDloo on RMSE(βxy) for the
double- and lower-bounded data, respectively, split by data generating link and shape.
The most important observation is that all slopes of unbiased formulas for the thin tail,
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Figure 12: ∆ELPDloo performance for fit likelihood and link combinations over data
generating likelihoods and shapes for log data. The data was truncated to a difference of
100 or less and the plot was truncated to a difference of 50 for clarity. The x indicates
the mean.
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heavy tail and the ramp shapes are negative. This means that for a given dataset and
fit formula, there was a clear trend of lower RMSE(βxy) for models that ranked higher in
∆ELPDloo. For the bathtub shape, ∆ELPDloo performance did not predict RMSE(βxy)
for the unbiased formulas with slopes near zero. The slopes for the two biased formulas
are inconsistent across shapes and links with both positive and negative cases.

Generally we can see that, given causal consistency (i.e., the three unbiased formulas)
and only varying the fit likelihood (as fit link = true link here), we could rarely do
harm by selecting models based on PP, even if when PR is the goal. In most cases, using
ELPDloo performance as a proxy for PR turned out to be useful, as it reduced RMSE(βxy)
considerably. When using a causal inconsistent model, the main source of bias came from
the causal inconsistency itself. Using ∆ELPDloo for model selection did not have a reliable
positive or negative effect on PR for the biased formulas.

Figures 15 and 16 show the conditional effects of ∆ELPDloo on the zero-overlap of the
95% CIs for the double- and lower-bounded data, respectively, split by data generating
link and shape. Depending on the true βxy, this is either FPR (βxy = 0) or TPR (βxy 6= 0).

For the TPR, we can again see a clear trend in the thin and heavy tail shapes that,
for all unbiased formulas, better ∆ELPDloo predicts higher TPR. The unbiased slopes
for the ramp shape already start with a TPR close to 1 but are still positive while the
unbiased slopes for the bathtub shape stay very close to 0 but again still point upwards.
We can also nicely see the higher precision of the true formula compared to the other two
unbiased ones, as the true formula reached higher TPR earlier. For the biased formulas,
there is no clear trend as they mostly stuck to one of the boundaries or had slopes with
inconsistent signs.

For the FPR, the slopes for the unbiased formulas stayed close to 0 in all cases but
the lower-bounded data with true softplus link. In the true softplus link case, the FPR
decreased (improved) for growing ∆ELPDloo, that is, there where badly predicting models
using unbiased formulas that had substantially inflated FPR. The biased formulas either
had positive slopes, that is, higher FPR with increasing ∆ELPDloo, or stayed at one of
the boundaries of 0 and 1.

4. Discussion

In this section we connect the results of our research to the main aims laid out in Section
1.5, discuss some limitations, and give an outlook how to possibly further advance the
understanding of the posed questions.

4.1. Using Prediction as a Proxy for Recovery

Regarding the ”predictive performance as proxy for parameter recoverability” (PP4PR)
question, we observed one consistent trend over almost all investigated scenarios: When
comparing models using the same causally unbiased formula, and in the case of |bias(β)|
and RMSE(β) the same link, better ∆ELPDloo was predictive of better PR for all investi-
gated metrics. In the case of |bias(β)| and RMSE(β), these trends were over all likelihoods
and in the case of FPR and TPR over all likelihood and link combinations. The trends
were also consistent for individual datasets, as exemplarily shown in Figure 17 which in-
dicates that the proxy can be reliably used in practice, where usually only a single dataset
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Figure 13: Conditional effects of ∆ELPDloo on RMSE(βxy) for double-bounded data and
models. Split by data generating link and shape. See Section 2.5 for model details.
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Figure 14: Conditional effects of ∆ELPDloo on RMSE(βxy) for lower-bounded data and
models. Split by data generating link and shape. See Section 2.5 for model details.
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Figure 15: Conditional effects of ∆ELPDloo on the zero overlap of the 95% CI (FPR and
TPR depending on βxy) for double-bounded data and models. Split by data generating
link and shape. See Section 2.5 for model details.
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Figure 16: Conditional effects of ∆ELPDloo on the zero overlap of the 95% CI (FPR and
TPR depending on βxy) for lower-bounded data and models. Split by data generating
link and shape. See Section 2.5 for model details.
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Figure 17: Slopes of individual datasets for the conditional effects of ∆ELPDloo on the
zero overlap of the 95% CI (FPR and TPR depending on βxy) for lower-bounded data and
models. Split by fit formula, data generating link and shape. See Section 2.5 for model
details.

is available. In the few cases without a clear trend, for causally unbiased formulas, the
slope was effectively flat. While better predicting models did not have better PR in those
cases, using prediction as a proxy did also not reduce PR on average.

We conclude that, given a causally consistent model, PP can be safely used as a
proxy for PR in model comparison for the kind of models we investigated, when the
comparison is done for a fixed formula (i.e., for a fixed predictor structure). That said,
causal consistency remains an even more important indicator for PR and little can be
saved if the former is violated. This was evident in the generally worse recovery for the
biased formulas and partially inverted slopes of PP predicting PR, that is, where better
PP implied consistently worse recovery.

4.2. Default Recommendations

The second aim for this paper was to make practical recommendations for the choice of
both likelihoods and link functions in the context of Bayesian GLMs for lower-bounded
and double-bounded continuous data.

Double-bounded data. For double-bounded data, we found the beta likelihood with a
logit link to be the most robust in terms of sampling behaviour, PR, and PP. While it is not
the optimal solution in every scenario, as discussed in more detail in the online appendix
[104], it was a good starting point for most scenarios. The logit-normal likelihood and
Kumaraswamy likelihood with a logit link are alternatives worth considering. Both are
less consistent than the beta likelihood overall but can perform better than the beta in
some scenarios. They also offer median parameterizations as an alternative to the common
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mean parameterization of the beta likelihood. The simplex, cauchit- and cloglog-normal
likelihoods were all limited in their utility for datasets generated from other likelihoods,
as were the cauchit and cloglog link in general. While it might be worthwhile to remember
these options in case of bad performance of the aforementioned recommendations, their
overall performance warrants caution.

Lower-bounded data. For lower-bounded data we found that the beta prime, gamma,
transformed-normal, and Weibull likelihoods all performed well across our metrics with
minimal differences. The biggest difference between those four likelihoods manifested
during sampling, where the transformed-normal models were the most efficient. The
Fréchet and Gompertz likelihoods had the worst performance across all metrics, besides
a few favourable scenarios. The log link turned out to be more flexible than the softplus
link in our scenarios, as log models could predict softplus data better than the softplus
models could predict log data.

Normal models. The normal likelihood combined with appropriate links, while not
a structurally faithful choice for bounded outcomes, showed good PR for both double-
and lower-bounded data, similar to the better performing structurally faithful likelihoods.
However, the PP of the normal likelihood was worse for non-symmetric data, such that
we would not recommend it if prediction was the goal. This is due to a combination
of the fact that the normal likelihood does not respect the outcome boundaries and is
restricted to its symmetric shape. In addition to the recommendations above, we found
that models using a normal likelihood with an identity link had similar FPR and TPR to
the more canonical alternatives. This indicates that such normal-identity models can be
valid alternatives if frequentist calibration is the only objective. This can be practically
relevant especially as the estimation speed of normal-identity models can be magnitudes
faster than other models, due do the availability of highly optimized implementations.

The good calibration of the normal-identity models is also noteworthy as they are
a commonly used staple in many scientific fields even if not structurally faithful (see
also Section 1.3). There, they are most often used in conjunction with null-hypothesis
significance testing without any discussion of alternative likelihoods and links. Our results
show that, at least for the simple GLMs we analyzed, this process can be viable and
achieve reliable calibration. This is reassuring for the validity of many scientific results
more generally as it shows that the practice of using linear regression can have good
calibration even if it is not structurally faithful.

4.3. Limitations of Scope and Outlook

As is natural in simulation studies, their generalizability beyond the studied scenarios
remains unclear. While an analytic investigation supplementing the simulations would
have been desirable, the lack of available closed-form posteriors outside of a few conjugate
model families prevented such an investigation. The limitations in generalizability apply
specifically for the results regarding the relationship between PP and PR, and touch
essentially every aspect of our study.

We have no concrete reason to expect other likelihood classes (e.g., for unbounded
continuous or count data) to show qualitatively different behaviour regarding this rela-
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tionship. However, we cannot rule it out based on the available evidence. One cautionary
observation we made was the big influence of different likelihood shapes on both the gen-
eral performance of a likelihood or link and on the PP4PR question. The mechanisms
by which different shapes imply different downstream results, especially with regard to
the latter relationship, remain unclear to us to some degree. An extension of this work
that would investigate different data generating shapes more systematically, their prop-
erties, and how to best deal with them during modeling workflows could improve said
understanding.

With regard to causal assumptions, we chose our DGPs and the four misspecified
formulas in an attempt to span the most important classes of controls presented in [29].
Still, there are many more possible DGPs and misspecifications that we did not include,
for example, unobserved variables or variables with measurement error [93]. An extension
of this work to span different kinds of DGPs and misspecifications would ultimately add
to the generalizability of results. That said, we currently do not see how a causally
unbiased formula would have to look like in order to render the relationship of PP and
PR negative (i.e., better PP implied worse PR), as long as all compared models shared
the same (unbiased) formula.

As discussed in Section 1.3, we limited the scope of this paper to models with simple
linear predictor terms. We would expect to observe the same general trends for more
complicated additive predictor terms where individual components may be non-linear
in the model parameters as the DAG-based misspecifications are agnostic to the model
structure [94]. However, extending our work in this direction may be interesting insofar as
to not only allow to include or exclude certain variables but also to study the implications
of (mis-)specifying their individual terms (e.g., modeling an effect as linear while it is truly
non-linear in some way). This would more strongly play into the question of overfitting in
sparse scenarios with (relatively) small data yet complicated non-linear relationships to be
approximated. Similar questions would arise when adding multilevel structure especially
in sparse data scenarios where the (true) relevance of multilevel terms had to be balanced
against their weak identification implied by the given data [23].

In this study, we followed a Bayesian perspective on model building although with flat
priors. The latter choice was primarily made to avoid some models having an ”unfair”
advantage due to incidentally more suitable prior choices (see Section 2.3). As a side effect
of this choice, we think that our main results are likely to hold as well in case of frequentist
(maximum likelihood) estimation of all models, and corresponding model-based metrics.
We see it as unlikely that our likelihood-link recommendations would have changed in
the light of applying (weakly-)informative priors [1, 82, 43]. However, there may be one
subtle place where priors (or regularization more generally) may influence the relationship
of PP and PR: Cross-validation (CV) estimates of out-of-sample PP produce correlated
folds due to overlap in training data and have an intricate relationship with different true
quantities they can be seen to approximate [11]. These properties can be altered via
regularization, especially in sparse regimes where the number of model parameters is high
relative to the number of observations in the data [11]. As such the relationship of CV
estimates with PR may also vary in such scenarios, which would be interesting to study
in the future.
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A. Review of Likelihoods and Link Functions

In this section, we present an overview of likelihoods and link functions used in GLMs of
continuous lower-bounded and double-bounded data. This is a subset of all options that
our literature search revealed, obtained from the inclusion criteria discussed below. The
full overview can be found in our online appendix [104].

Inclusion criteria for likelihoods to be used in our simulation study were as follows.
First, we only included distributions that we could find to have been previously applied
as likelihoods in regression models. Second, we required them to either have a mean or
median parameterization, such that the parameter µ is always the mean or median. We
used mean parameterizations when available and median parameterizations otherwise.
Third, we only included likelihoods that are no special cases of other to-be-included
likelihoods (e.g., as is exponential a special case of both Gamma and Weibull), as their
comparisons would be trivial given sufficient data. Fourth, we only considered likelihoods
with two distributional parameters, that is one auxiliary parameter in addition to µ.
This facilitates achieving the third inclusion criteria, without excluding many practically
relevant likelihoods: Three or more-parameter likelihoods appear to be rare in practical
applications of the considered GLM classes. According to our own experience and the
reports of users of software we maintain, one likely reasons is that their estimation tends
to be much harder, showing more convergence problems and often requiring additional
regularization (see [62, 26] for examples).

Inclusion criteria for link functions were somewhat stricter in that we only included
widely applied links or, for less common links, only those with qualitatively different
shapes. What is more, we only considered links that are fixed, fully known functions.
This means that we did not include parametric links that have additional parameters
learned from data during model fitting [24, 102, 103, 69, 57, 75]. The reasons for this
choice are three-fold. First, parametric links increase the model complexity by adding
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further distributional parameters to the model, in a way similar to using more complex
likelihoods, with the same drawbacks and benefits. Second, the scale of the linear predic-
tor changes with different values of the link function’s parameters making interpretation
harder, specifically in a Bayesian setting where linear predictor’s scale would accordingly
vary across posterior samples. Third, we haven’t found them to be commonly applied in
practice, which might partially be due to the lack of general-purpose software support.
While parametric link functions are an important development in the context of GLMs,
we feel that the present paper is not the right place to study them.

A.1. Double-Bounded Likelihoods

Based on the discussed inclusion criteria, we included six distributions for double-bounded
data in our analysis as detailed below. Figure 2 shows some exemplary densities for each
of them, illustrating qualitatively different kinds of shapes they can accommodate. The
three distinct shapes are uni-modal symmetric and asymmetric shapes as well as a bi-
modal bathtub shape. We refer to these shapes as symmetric, asymmetric, and bathtub,
respectively.

Beta The beta distribution is common and thoroughly studied [71, 50, 35], often consid-
ered as the distribution for unit interval regression [38, 30], and regularly used as a baseline
to compare other unit interval distributions against [66, 15, 77]. We use a common mean
parameterization, given by

f(y |µ, φ) =
1

B(µφ, (1− µ)φ)
yµφ−1(1− y)(1−µ)φ−1,

with 0 < µ < 1, φ > 0, mean E[y] = µ, and variance Var(y) = µ(1−µ)
φ+1

.

Kumaraswamy The Kumaraswamy distribution originated in the field of hydrol-
ogy [72] and is a special case of the generalized beta distribution [90]. Compared to
the beta distribution, its closed forms for the PDF, CDF and quantile functions are com-
putationally cheaper, which seems to be the reason its popularity [60, 90]. While not
as common as the beta distribution, the Kumaraswamy distribution has been studied
in-depth [39, 60, 86], and is used in regression applications [87, 52, 97]. We use a median
parameterization proposed by [87]

f(y |µ, p) =
p log(0.5)

log(1− µp)
yp−1(1− yp)

log(0.5)
log(1−µp)−1,

with 0 < µ < 1, p > 0, mean E[y] = qB(1 + 1
p
, q), and variance Var(y) = qB(1 + 2

p
, q) −

[qB(1 + 1
p
, q)]2 where q = log(0.5)

log(1−µp)
.

Simplex The simplex distribution was proposed by [8]. It seems to be mostly used as
a comparison to the beta and sometimes Kumaraswamy distribution [77, 66] and is so far
rarely used for regression [77, 9]. We use the mean parameterization proposed by [109]

f(y |µ, σ2) = [2πσ2{y(1− y)}3]−
1
2 exp

(
− 1

2σ2
d(y;µ)

)
,
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with 0 < µ < 1 and mean E[y] = µ. We omit the variance formula for brevity but
interested readers can find it in [61, 110].

Transformed Normal One option to create novel distributions is the use of data-
transformations. The most common transformation-based distribution for unit interval
values is the logit-normal distribution [7], the distribution of a variable whose logit follows
a normal distribution [68]. It has been studied thoroughly, [83, 3, 41] and is commonly
used in regression [119, 6, 96, 114]. We use the standard median parameterization

f(y |µ, σ) =
1

σ
√

2π

1

y(1− y)
exp

(
−(logit(y)− µ)2

2σ2

)
.

In addition to the logit-normal we also use the cauchit- and cloglog-normal distributions
that work similar to the logit-normal but uses the respective link functions for transfor-
mations (see Appendix A.2 for justification of those three options). The density for the
cauchit-normal is

f(y |µ, σ) =
1

σ
√

2π
π

(
1

cos(π(y − 1
2
))

)2

exp

(
−(cauchit(y)− µ)2

2σ2

)
,

and the density for the cloglog-normal is

f(y |µ, σ) =
1

σ
√

2π

1

log(1− y)(y − 1)
exp

(
−(cloglog(y)− µ)2

2σ2

)
.

For all three transformed normal distributions, the median is equal to med(y) =
inv link(µ), where inv link is the inverse of the respective transformation. No analyti-
cal solutions for mean or variance are available for these distributions.

A.2. Double-Bounded Link Functions

In terms of link functions for double-bounded variables, the symmetric logit link

logit(x) = log(x)− log(1− x) inv logit(x) =
1

1 + exp(−x)
,

symmetric probit link

probit(x) =
1

2

(
1 + erf

(
x√
2

))
inv probit(x) =

√
2 erf−1(2x− 1),

where erf is the error function [58], and the right-skewed cloglog link

cloglog(x) = log(− log(1− x)) inv cloglog(x) = 1− exp(− exp(x)),

are, in that order, by far the most common choices [135, 57, 75, 31, 36, 47, 98]. Since logit
and probit yield almost indistinguishable results due to the similar shapes of logistic and
normal distribution [36, 47, 98], we decided to exclude the probit link from our simulations.
Instead, as a third link function, we include the symmetric cauchit link

cauchit(x) = tan(π(x− 0.5)) inv cauchit(x) =
1

π
arctan(x) + 0.5,

as it has much wider tails than logit and probit and thus may show qualitatively dif-
ferent behavior [88, 69, 75]. Figure 3 illustrates the included link functions and their
corresponding response functions.
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A.3. Lower-Bounded Likelihoods

Based on the discussed inclusion criteria, we included eight distributions for lower-
bounded data in our analysis as detailed below. Figure 4 shows some exemplary densities
for each of them, illustrating qualitatively different kinds of shapes they can accommo-
date. The three distinct shapes are uni-modal thin tail and heavy tail shapes as well as
a ramp shape. We refer to these shapes as thin tail, heavy tail, and ramp respectively.

Gamma The gamma distribution is one of the most common lower-bounded distribu-
tions with application, for example, in hydrology [4], meteorology [116, 129], medicine
[12], and inventory control [18]. We use a mean parameterization as suggested by [65]

f(y |µ, α) =
(α
µ
)α

Γ(α)
yα−1 exp

(
−yα

µ

)
,

where Γ is the gamma function, µ > 0, α > 0, mean E(y) = µ, and variance Var(y) = µ2

α
.

Weibull The Weibull distribution [101] is commonly used in survival analysis [137],
to model failure data [73] and in reliability research in general [89]. We use a mean
parameterization as implemented in [19]

f(y |µ, k) =
k

λ

(y
λ

)k−1

exp

(
−
(y
λ

)k)
,

with µ > 0, k > 0, mean E[y] = µ, and variance Var(y) = λ2
[
Γ
(
1 + 2

k

)
−
(
Γ
(
1 + 1

k

))2
]
,

where λ = µ

Γ(1+ 1
k)

.

Fréchet The Fréchet distribution is also known as the inverse Weibull distribution [32].
It is used for regression in Hydrology [49, 136] and reliability modeling [64]. We use a
mean parameterization following [100]

f(y |µ, ν) =
ν

s

(y
s

)−1−ν
exp

(
−
(y
s

)−ν)
,

with µ > 0, ν > 1, mean E[y] = µ, and variance Var(y) = s2
(

Γ
(
1− 2

ν

)
−
(
Γ
(
1− 1

ν

))2
)

,

where s = µ

Γ(1− 1
ν )

for ν > 2 and Var(y) =∞ otherwise.

Inverse Gaussian The inverse Gaussian distribution is also known as the Wald dis-
tribution. It is used for regression in many different fields [106] and used for different
applications like lifetime and reliability models [28], especially in cases where there is a
burn-in period [40]. It also found use in modeling word frequencies and water reservoir
levels [27]. An advantage over similar distributions is the especially tractable sampling
theory of the inverse Gaussian [40, 106]. We use a mean parameterization

f(y |µ, λ) =

√
λ

2πy3
exp

(
−λ(y − µ)2

2µ2y

)
,

with µ > 0, λ > 0, mean E[y] = µ, and variance Var(y) = µ3

λ
.
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Beta Prime The beta prime distribution [63, 80] has been used only little in regression
so far [118, 84, 81], but still satisfies our inclusion criteria. We use a mean parameterization
following [16]

f(y |µ, φ) =
yµ(φ+1)−1(1 + y)−(µ(φ+1)+φ+2)

B(µ(φ+ 1), φ+ 2)
,

with µ > 0, φ > 0, mean E[y] = µ = α
β−1

, β > 1, and variance Var(x) = α(α+β−1)
(β−2)(β−1)2

, β > 2,

where B is the beta function, α = µ
φ+1

and β = φ+ 2.

Gompertz The Gompertz distribution is used in fields connected to research of mor-
tality, life expectancy and incidence rates [48, 55] and applied to regressions in those
fields [67, 56]. We use a median parameterization

f(y |µ, η) = ηb exp(η + by − η exp(by)),

with µ > 0, η > 0, where b =
log(1− 1

η
log(0.5))

µ
. We omit the mean and variance for brevity

here but interested readers can find them here [58].

Transformed Normal As for the unit interval distributions, we use transformed nor-
mal distributions with the lower-bounded links as well. This leads to the log-normal
distribution, that is used in mechanical testing [117], risk analysis [20], hydrology [70],
and ecology [33]. While there exists a mean parameterization, we use a much more com-
monly used median parameterization

f(y |µ, σ) =
1

σ
√

2π

1

y
exp

(
−(log(y)− µ)2

2σ2

)
,

with µ ∈ R, σ > 0, median med(y) = exp(µ), mean E[y] = exp
(
µ+ σ2

2

)
, and variance

Var(y) = (exp(σ2)− 1) exp(2µ+ σ2).
The softplus-normal likelihood [128] has density

f(y |µ, σ) =
1

σ
√

2π

exp(x)

exp(x)− 1
exp

(
−(softplus(y)− µ)2

2σ2

)
,

with µ ∈ (−∞,+∞), σ > 0, and median med(y) = inv softplus(µ), but no available
analytic mean or variance.

A.4. Lower-Bounded Link Functions

The default recommendation, and almost exclusively applied link function for lower-
bounded variables is the log link [37] with inverse function inv log(x) = exp(x). The
log link implies a multiplicative relationship on the response scale, which is a sensible
assumption for positive data, at least close to zero, as additivity in this range would
imply impossible negative values. The implied exponential growth of the corresponding
response function can however be problematic in practice, especially for predictions. For
this reason, the softplus link

softplus(x) = log(exp(x)− 1) inv softplus(x) = log(exp(x) + 1)
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was proposed as an alternative [138, 34]. It behaves almost linear for large enough values,
and thus allows for quasi-additive interpretation, while it behaves like the log link for
small values to prevent predictions to exceed the lower boundary. Figure 5 illustrates the
included link functions and their corresponding response functions.

B. Descriptive statistics tables

B.1. Double-bounded Likelihoods

Table 3: Descriptive Statistics of Double-bounded Results

Link Likelihood DT P (Conv.) RESSbulk RESStail TESSbulk
total

Beta Cauchit 0 (0) 1 0.84 (0.18) 0.7 (0.073) 0.001 (0.001)
Beta Cloglog 0 (0) 1 0.85 (0.17) 0.72 (0.066) 0.002 (0.002)
Beta Logit 0 (0) 1 0.87 (0.17) 0.73 (0.065) 0.14 (1.4)
Kumaraswamy Cauchit 0 (0.026) 1 0.73 (0.18) 0.62 (0.11) 0.001 (0.001)
Kumaraswamy Cloglog 7.9 (105) 0.97 0.81 (0.17) 0.69 (0.066) 0.001 (0.001)
Kumaraswamy Logit 0 (0.004) 1 0.78 (0.17) 0.67 (0.068) 0.001 (0.001)
Normal Cauchit 0.012 (0.83) 0.99 0.78 (0.2) 0.63 (0.12) 0.003 (0.17)
Normal Cloglog 0.13 (2.1) 0.95 0.83 (0.18) 0.68 (0.088) 0.62 (2.9)
Normal Logit 0.018 (0.83) 0.99 0.84 (0.19) 0.69 (0.088) 0.03 (0.38)
Simplex Cauchit 0.83 (14) 0.99 0.81 (0.2) 0.69 (0.087) 0.001 (0)
Simplex Cloglog 22 (106) 0.88 0.77 (0.21) 0.67 (0.099) 0.001 (0)
Simplex Logit 0.46 (5.4) 0.99 0.8 (0.2) 0.7 (0.08) 0.002 (0.001)
trans. Normal Cauchit 0 (0) 1 0.88 (0.18) 0.72 (0.065) 0.11 (1.1)
trans. Normal Cloglog 0 (0) 1 0.88 (0.18) 0.72 (0.065) 0.001 (0.001)
trans. Normal Logit 0 (0) 1 0.88 (0.18) 0.72 (0.065) 0.001 (0)

Link Likelihood PKs ELPDloo bias(βxy) SD(βxy) RMSE(βxy)
Beta Cauchit 0.024 (0.16) 53 (28) 0.21 (0.28) 0.14 (0.06) 0.28 (0.27)
Beta Cloglog 0.021 (0.14) 51 (29) 0.34 (0.59) 0.23 (0.21) 0.44 (0.61)
Beta Logit 0.015 (0.12) 46 (36) 0.27 (0.43) 0.19 (0.15) 0.35 (0.44)
Kumaraswamy Cauchit 0.25 (0.52) 48 (32) 0.38 (0.71) 0.23 (0.32) 0.47 (0.77)
Kumaraswamy Cloglog 0.23 (0.47) 11 (81) 0.67 (1.2) 0.54 (0.78) 0.93 (1.4)
Kumaraswamy Logit 0.34 (0.56) 53 (28) 0.16 (0.18) 0.1 (0.04) 0.2 (0.17)
Normal Cauchit 0.015 (0.13) 52 (29) 0.18 (0.22) 0.14 (0.09) 0.24 (0.22)
Normal Cloglog 0.012 (0.11) 46 (36) 0.2 (0.28) 0.13 (0.07) 0.25 (0.27)
Normal Logit 0.0054 (0.074) 51 (28) 0.19 (0.22) 0.11 (0.05) 0.23 (0.21)
Simplex Cauchit 0.88 (1.4) 51 (33) 0.25 (0.35) 0.18 (0.13) 0.34 (0.35)
Simplex Cloglog 0.96 (1.4) 53 (28) 0.21 (0.25) 0.15 (0.06) 0.27 (0.24)
Simplex Logit 0.91 (1.3) 52 (29) 0.27 (0.38) 0.19 (0.12) 0.36 (0.37)
trans. Normal Cauchit 0.73 (0.65) 46 (36) 0.26 (0.37) 0.18 (0.1) 0.34 (0.36)
trans. Normal Cloglog 0.068 (0.26) 49 (32) 0.29 (0.38) 0.17 (0.1) 0.36 (0.37)
trans. Normal Logit 0.052 (0.23) 53 (28) 0.33 (0.46) 0.23 (0.16) 0.43 (0.46)

Note: Most results are presented as mean(sd). P (Conv.) is calculated as a proportion of all models. TESSbulk
total is also calculated using

all models. Both the metrics for predictive performance and parameter recoverability are calculated only for models that had 10 or less
divergent transitions and converged. In addition the parameter recoverability metrics are only shown for models using the true link.
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B.2. Lower-bounded Likelihoods

Table 4: Descriptive Statistics of Lower-bounded Results

Link Likelihood DT P (Conv.) RESSbulk RESStail TESSbulk
total

Beta prime Log 0.012 (2.2) 1 0.75 (0.18) 0.66 (0.082) 0.002 (0.018)
Beta prime Softplus 0.004 (0.096) 1 0.69 (0.16) 0.64 (0.081) 0.018 (0.57)
Fréchet Log 0.73 (27) 1 0.63 (0.16) 0.59 (0.089) 0.001 (0.065)
Fréchet Softplus 298 (580) 0.72 0.58 (0.15) 0.56 (0.12) 0.72 (6.2)
Gamma Log 0.02 (5.3) 1 0.85 (0.2) 0.71 (0.074) 0.46 (2.6)
Gamma Softplus 0.023 (0.56) 1 0.72 (0.17) 0.65 (0.078) 0 (0)
Gompertz Log 99 (487) 0.9 0.68 (0.16) 0.63 (0.078) 0.011 (0.47)
Gompertz Softplus 7.3 (80) 0.95 0.63 (0.17) 0.61 (0.097) 0.002 (0.001)
Normal Log 2.4 (20) 0.96 0.7 (0.18) 0.63 (0.098) 0.45 (3.3)
Normal Softplus 0.68 (10) 0.97 0.81 (0.21) 0.67 (0.1) 0.001 (0.072)
trans. Normal Log 0 (0) 1 0.85 (0.21) 0.71 (0.074) 0.3 (3.9)
trans. Normal Softplus 0 (0) 1 0.86 (0.21) 0.71 (0.073) 0.4 (2.8)
Weibull Log 0.46 (22) 1 0.8 (0.19) 0.69 (0.075) 0.001 (0)
Weibull Softplus 0.34 (15) 1 0.67 (0.16) 0.62 (0.083) 0.016 (0.59)

Link Likelihood PKs ELPDloo bias(βxy) SD(βxy) RMSE(βxy)
Beta prime Log 0.31 (0.57) -190 (100) 0.12 (0.13) 0.07 (0.04) 0.15 (0.12)
Beta prime Softplus 0.33 (0.62) -208 (84) 0.2 (0.29) 0.09 (0.06) 0.24 (0.28)
Fréchet Log 1.1 (1) -186 (97) 0.13 (0.14) 0.08 (0.06) 0.17 (0.14)
Fréchet Softplus 0.95 (0.99) -202 (107) 0.15 (0.15) 0.09 (0.06) 0.19 (0.14)
Gamma Log 0.19 (0.44) -201 (66) 0.15 (0.18) 0.08 (0.08) 0.18 (0.19)
Gamma Softplus 0.52 (0.77) -186 (95) 0.13 (0.14) 0.09 (0.07) 0.18 (0.15)
Gompertz Log 0.75 (0.89) -188 (99) 0.13 (0.14) 0.08 (0.06) 0.17 (0.14)
Gompertz Softplus 0.97 (1.3) -199 (106) 0.6 (0.68) 0.34 (0.26) 0.75 (0.67)
Normal Log 0.71 (0.92) -222 (87) 0.93 (1.2) 0.43 (0.4) 1.1 (1.2)
Normal Softplus 0.36 (0.63) -184 (109) 0.5 (0.47) 0.32 (0.18) 0.65 (0.43)
trans. Normal Log 0.21 (0.46) -194 (126) 0.57 (0.51) 0.32 (0.18) 0.71 (0.46)
trans. Normal Softplus 0.25 (0.47) -200 (86) 0.56 (0.52) 0.34 (0.18) 0.71 (0.47)
Weibull Log 0.4 (0.95) -187 (113) 0.53 (0.48) 0.33 (0.17) 0.68 (0.43)
Weibull Softplus 0.87 (1.2) -187 (112) 0.5 (0.46) 0.3 (0.15) 0.64 (0.41)

Note: Most results are presented as mean(sd). P (Conv.) is calculated as a proportion of all models. TESSbulk
total is also calculated

using all models. Both the metrics for predictive performance and parameter recoverability are calculated only for models that had 10
or less divergent transitions and converged. In addition the parameter recoverability metrics are only shown for models using the true link.
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[24] Diego Ramos Canterle and Fábio Mariano Bayer. Variable dispersion beta regressions with para-
metric link functions. Statistical Papers, 60(5):1541–1567, October 2019. ISSN 1613-9798. doi:
10.1007/s00362-017-0885-9.

[25] Bob Carpenter, Andrew Gelman, Matthew D Hoffman, Daniel Lee, Ben Goodrich, Michael Be-
tancourt, Marcus Brubaker, Jiqiang Guo, Peter Li, and Allen Riddell. Stan: A probabilistic
programming language. Journal of statistical software, 76(1), 2017.
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[62] Miguel A. Juárez and Mark F. J. Steel. Model-Based Clustering of Non-Gaussian Panel Data Based
on Skew- t Distributions. Journal of Business & Economic Statistics, 28(1):52–66, January 2010.
ISSN 0735-0015, 1537-2707. doi: 10.1198/jbes.2009.07145.

[63] Ernest Sydney Keeping. Introduction to Statistical Inference. Courier Corporation, 1995.

[64] M Shuaib Khan, GR Pasha, and Ahmed Hesham Pasha. Theoretical analysis of inverse weibull
distribution. WSEAS Transactions on Mathematics, 7(2):30–38, 2008.

[65] Morteza Khodabina and Alireza Ahmadabadib. Some properties of generalized gamma distribution.
2010.

[66] Robert Kieschnick and B D McCullough. Regression analysis of variates observed on (0, 1): percent-
ages, proportions and fractions. Statistical Modelling, 3(3):193–213, October 2003. ISSN 1471-082X.
doi: 10.1191/1471082X03st053oa.

[67] Hee-Cheul Kim. A Performance Analysis of Software Reliability Model using Lomax and Gompertz
Distribution Property. Indian Journal of Science and Technology, 9(20), May 2016. ISSN 0974-
5645, 0974-6846. doi: 10.17485/ijst/2016/v9i20/94668.

[68] Seongho Kim, Elisabeth Heath, and Lance Heilbrun. Sample size determination for logistic regres-
sion on a logit-normal distribution. Statistical Methods in Medical Research, 26(3):1237–1247, June
2017. ISSN 0962-2802. doi: 10.1177/0962280215572407. Publisher: SAGE Publications Ltd STM.

[69] Roger Koenker and Jungmo Yoon. Parametric links for binary choice models: A Fisherian–Bayesian
colloquy. Journal of Econometrics, 152(2):120–130, October 2009. ISSN 0304-4076. doi: 10.1016/
j.jeconom.2009.01.009.

[70] Ken’ichirou Kosugi. Lognormal distribution model for unsaturated soil hydraulic properties. Water
Resources Research, 32(9):2697–2703, 1996.

[71] W lodzimierz Krysicki. On some new properties of the beta distribution. Statistics & Probability
Letters, 42(2):131–137, April 1999. ISSN 0167-7152. doi: 10.1016/S0167-7152(98)00197-7.

[72] P. Kumaraswamy. A generalized probability density function for double-bounded random processes.
Journal of Hydrology, 46(1):79–88, March 1980. ISSN 0022-1694. doi: 10.1016/0022-1694(80)
90036-0.

[73] Chin-Diew Lai, DN Murthy, and Min Xie. Weibull distributions and their applications. In Springer
Handbooks, pages 63–78. Springer, 2006.

[74] Ben Lambert and Aki Vehtari. $Rˆ*$: A robust MCMC convergence diagnostic with uncertainty
using decision tree classifiers. arXiv:2003.07900 [stat], November 2020. arXiv: 2003.07900.

41



[75] Artur J. Lemonte and Jorge L. Bazán. New links for binary regression: an application to coca
cultivation in Peru. TEST, 27(3):597–617, September 2018. ISSN 1133-0686, 1863-8260. doi:
10.1007/s11749-017-0563-1.

[76] Torrin M Liddell and John K Kruschke. Analyzing ordinal data with metric models: What could
possibly go wrong? Journal of Experimental Social Psychology, 79:328–348, 2018. Publisher:
Elsevier.
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