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Mean-field glassy systems have a complicated energy landscape and an enormous number of different Gibbs
states. In this paper, we introduce a generalization of the cavity method in order to describe the adiabatic
evolution of these glassy Gibbs states as an external parameter, such as the temperature, is tuned. We give a
general derivation of the method and describe in details the solution of the resulting equations for the fully
connected p-spin model, the XOR-satisfiability (SAT) problem and the antiferromagnetic Potts glass (coloring
problem). As direct results of the states following method we present a study of very slow Monte Carlo
annealings, the demonstration of the presence of temperature chaos in these systems and the identification of an
easy/hard transition for simulated annealing in constraint optimization problems. We also discuss the relation
between our approach and the Franz-Parisi potential, as well as with the reconstruction problem on trees in
computer science. A mapping between the states following method and the physics on the Nishimori line is

also presented.
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I. INTRODUCTION

Both in classical and quantum thermodynamics, it is often
practical to discuss very slow variations in an external pa-
rameter so that the system remains at equilibrium and such
very slow changes are referred to as adiabatic.' When a mac-
roscopic system is in a given phase and if one tunes a pa-
rameter, say the temperature, very slowly then all observ-
ables, such as the energy or the magnetization in a magnet,
will be given by the equilibrium equation of state.

Such considerations have to be revisited close to a phase
transition where it is impossible to be truly adiabatic and this
is the subject of modern out-of-equilibrium theories. How-
ever, given a system at equilibrium in a well-defined phase, it
is always possible to consider the adiabatic evolution. In the
low-temperature phases of a ferromagnet, for instance, the
evolution of the magnetization is different in the two phases
(or Gibbs states) corresponding to the positive or negative
magnetization. To describe this theoretically, one can force
the system to be in the Gibbs state of choice (for instance, by
adding an external infinitesimal field or fixing the boundary
conditions) and then study the adiabatic evolution for each of
these phases.

This simplicity, however, breaks when one considers
glassy systems where the energy landscape is very compli-
cated and especially in the mean-field setting where an ex-
ponential number of phases (Gibbs states) exists. Adiabatic
evolution of phases in mean-field glassy systems is, however,
a very important problem that has been considered—via
some approximation or in very specific solvable cases—in a
number of works.”® How to deal with this situation in gen-
eral mean-field glassy systems, how to chose a particular
phase, and how to follow it adiabatically is the subject of the
formalism presented in this work.

Mean-field glassy systems are important in many parts of
modern science. We shall call a system a mean-field one
whenever a mean-field treatment is exact for this system: this
is the case for all spin or particle models on fully connected
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lattices (such as the Curie-Weiss model of ferromagnets) or
on sparse random lattices that are locally treelike (such as the
Bethe lattice). Over the last few years, studies of mean-field
glassy systems brought many interesting results in physics as
well as in computer science. Without being exhaustive, we
can mention the development of mean-field theories for
structural glass formers'®!! for the jamming transition and
amorphous packing,'> heteropolymer folding,'> or for
quantum-disordered materials'* on the physics side. On the
computer science side, many results have been obtained us-
ing mean-field theory on optimization problems and neural
network,!> and more recently random constraint satisfaction
problems have witnessed a burst of new results via the ap-
plication of the survey propagation algorithm and related
techniques.'®!” The theory of error-correcting codes is also
closely related to glassy mean-field system,'? etc.

A common denominator in all these systems is their com-
plex energy landscape and a large number of phases (states),
whose statistical features are amenable to an analytical and
quantitative description via the replica and cavity
methods.'>!” However, important and deep questions about
the dynamical behavior in these systems remain largely un-
solved and many of them can be addressed by the knowledge
of the slow dynamics. In order to motivate our approach, let
us first discuss the basic universal features of the thermody-
namic behavior of mean-field glassy models. As an external
parameter, say the temperature 7, is tuned, a typical glassy
system undergoes the following changes: at high tempera-
ture, the system is in a paramagnetic/liquid phase. Below the
dynamical glass temperature T, this phase shatters into ex-
ponentially many Gibbs states/phases, all well separated by
extensive energetic or entropic barriers, leading to a breaking
of ergodicity and to the divergence of the equilibration
time.>22! As the temperature is further lowered, the number
of states (relevant for the Boltzmann measure) may become
finite and the structural entropy (or complexity) vanishes,
this defines the static Kauzmann transition, Ty, arguably
similar to the one observed in real glass formers.!""?> This
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scenario is called the one-step replica symmetric (1IRSB) pic-
ture. In some models,?? the states will divide further into an
infinite hierarchy of substates, a phenomenon called full rep-
lica symmetry breaking (FRSB).!>1°

The 1RSB picture is well established in many mean-field
systems and the cavity/replica method is able to compute the
number, the size, or the energy of the equilibrium Gibbs
states. However, with the exception of few simple
models,>*% an analytical description of the dynamics and
of the way states are evolving upon adiabatic change in ex-
ternal parameters is missing. Let us consider a given setting
where the need for adiabatic following is clear. Imagine an
annealing experiment where the temperature 7 is changed in
time as T=T,— ot/ N. Take the thermodynamic limit N —
first and then consider a very slow annealing 6— 0. As long
as we stay in the paramagnetic phase, we expect that such a
slow annealing will equilibrate. The fact that the equilibra-
tion time is finite above T, can be actually proven’!?* and
such slow annealings should be thus able to equilibrate down
to the dynamical temperature 7, after which the system gets
stuck in one of the many equilibrium Gibbs states. Comput-
ing the energy of the lowest configuration belonging to this
state would thus give the limiting energy for a very slow
annealing (and thus would give a bound to the performance
of any annealing scheme). However, while the standard cav-
ity and the replica methods predict all the properties of an
equilibrium state at a given temperature 7, (equilibrium tem-
perature), they do not tell how these properties change for
this precise state when the temperature changes adiabatically
to T,# T, (actual temperature). A word of caution: we want
to follow the state and stay in it. Hence by adiabatic we
mean here slow only linearly in the size of the system, cor-
responding to very long experimental times; an exponentially
slow annealing always finds the ground state, but this is of
course unfeasibly long.

The extension of the cavity method that we introduced in
a recent letter? precisely answered these questions by fol-
lowing adiabatically the evolution of any Gibbs state when
an external parameter is changed (for an intuitive and picto-
rial description of our goals, see Fig. 1). This method gives
detailed quantitative information about the energy landscape
and the long-time dynamics. The aim of this subsequent pub-
lication is to derive the method in general, to discuss in detail
the solutions of the resulting equations, and to discuss rela-
tions with some other settings (reconstruction on trees,20
Franz-Parisi potential,?’-?® and Nishimori line?”). We antici-
pate that the method will become part of the standard tool-
box for mean-field glassy systems and hence a detailed pre-
sentation is appropriate.

The paper is organized as follow: in Sec. II we give a
brief reminder of the usual cavity method. In the next two
sections, we present our formalism for the adiabatic evolu-
tion of states from temperature higher (Sec. III) and lower
(Sec. IV) than the spin-glass static/Kauzmann transition. We
finally solve these equations and present our results for a
fully connected model in Sec. V and for diluted models on
the Bethe lattice in Sec. VI.

II. PRELIMINARIES

In this section, we first review the results of the standard
cavity method that we shall use all along the text. The spe-

PHYSICAL REVIEW B 81, 224205 (2010)

FIG. 1. (Color online) A cartoon of the energy landscape in
mean-field glassy systems. The different valleys correspond to dif-
ferent Gibbs states and are separated by extensive barriers. For
energies lower than e; (the uppermost brown line), ergodicity
breaks because of these barriers. The ground-state energy of the
system is egg (the lowermost green line). The standard cavity and
replica method can compute how many states of a given size/
entropy are present at a given energy/temperature e/7. The states
following method we develop in this paper instead pins down one
state (in red, marked by the point, in the figure) that is one of the
equilibrium ones at energy e, (corresponding to temperature 7,, the
blue line with a point) and computes its properties (entropy, energy)
for another temperatures T,,: we are thus following a given state as
temperature (or any other parameter) is changed. At 7,=0, this
leads, for instance, to the properties of the bottom of the state as,
e.g., the limiting energy epoom-

cific example for which we shall derive most of the results of
this paper is the p-spin model, also called the XOR-SAT
problem. However, the derivation for all other models where
the cavity method!® can be used goes in the very same lines
(and we will also work later on with the coloring problem).
The reader familiar with the cavity method can skip this
section and go directly to Sec. III.

A. p-spin model and XOR-SAT reminder
The p-spin model is defined by its Hamiltonian

H=_E~]aHsi’ (l)

ieda

where s;e{-1,+1} are the Ising spins, a are interactions
between p uples of spins, and J, is the strength of the inter-
action.

In what follows we will focus on two cases of the p-spin
model:

(a) XOR-SAT (parity check) problem: in this case all the
interactions |J,|=1. The interactions can be both ferromag-
netic and antiferromagnetic,

0(J,) =pdJ,+ 1)+ (1=p)olJ,—1). 2)

In Sec. V and VI we mostly consider the spin-glass case p
=1/2. The number of interactions M (linear equations) is
M=aN, where « is the constraints density. The degree dis-
tribution Q(/) of variables has to be specified here. The num-
ber of violated parity checks (constraints) is E=(M+H)/2.
The values of temperature for the K-XOR-SAT problems are
hence related to those for the p-spin problem via a multipli-
cative factor 2, note that here and throughout the paper K

=p'

224205-2



GENERALIZATION OF THE CAVITY METHOD FOR...

(b) Fully connected p-spin model: the interactions a exist
for every possible p uple of spins, the mean and variance of
J, are given by (J)=Jop!/NP' and (J2)—(J,)?
=Ppl) (NP,

The XOR-SAT problem was studied and solved in Refs.
30-33, and its most important application are the low-density
parity check error correcting codes.’*** The fully connected
p-spin model was introduced in Refs. 36 and 37 and now
stands at the root of the random first-order theory of the glass
transition,!%-3839

In our examples we will mainly use the ensemble of ran-
dom regular graphs, i.e., Q([)=38(c—1) and obtain the fully
connected limit by taking ¢ —cc. The formulas are, however,
written mostly for a general degree distribution (with a finite
second moment). In the cavity equations we often need the
excess degree distribution, that is the probability distribution
of the number of excess edges given one edge is chosen, that

is (denoting [ the average coordination number),

[+1)O(l+1
q(1)=%. (3)

1. Liquid phase: Belief propagation equations

We now summarize in a very brief manner and without
extensive derivations the known cavity equations for the
XOR-SAT problem as we are going to need them for deriva-
tion of the states following method. We are trying to keep the
equations in the most general form such that generalizations
to other models are straightforward. The very principle of the
cavity method is that we are working with treelike graphs.
Random graphs are locally a tree and we thus can work “as
if” on a tree (we will eventually have to consider the bound-
ary conditions and precise the relation to random graphs later
on). Solving the problem on a tree can be done easily with a
recursive procedure that was introduced by Bethe.*® We will,
however, use the modern language of computer science,
where this method is called belief propagation (BP).

For the XOR-SAT problem the BP equations read

i—a _ b—>l 4
X ZH%{W} L% W

Eeﬁf,sa,: I X" 6

jeab\i

bh—i _
R

where 7% " and Z "¢ are normalizations ensuring that W’

+y/ =1 and x.“+x“=1. The quantities XH“ (respec-
tively, lﬁf ') are interpreted in terms of messages being send
from a variable i to a constraint a (respectively, from con-
straint b to variable i) (see Fig. 2 for a pictorial representa-

i—a

tion with the so-called factor graph). Message X, is a

probability that variable i takes value s; conditioned on con-
straint a to be missing from the graph. Message zﬂs’fi is a
probability that the constraint b is satisfied given that vari-
able i takes values s;. The recursion could also be written

with one single type of message as
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FIG. 2. A sketch of the basic cavity recursion in the factor graph
representation of XOR-SAT. The square represents a constraint in-
volving the product of three spins while the circles represent the
spin variables. The message passing procedure called belief propa-
gation uses messages from constraints to variables (/) and from
variables to constraints ().

ﬂ]S‘HY

wg[—»l — f‘({ WHJ}’B) E W} E]'_a{\l b g\a lﬁbjé]

= {E} P({Sj}Hwb_)]}sﬁ’si)- (6)

Given all the messages computed on a given graph, one
can compute the Bethe estimate of the free energy, which is
also called the RS free energy,

- BF =2, log 2% — > (I;- )log Z, )

where the contributions to the free energy are

AU N EDIRET | I 1 S )

{si} ieda bedi-a

IT wei+ T1 vy, 9)

aedi aedi

AN e

By deriving the free energy with respect to the inverse tem-
perature, we obtain the energy

_ 9(BF)
B

2 I sie Bl 11 o)

S; i€da i€da bedi-a
) YR AL Z . (10)

L Sl L g

{si} ieda bedi-a

E E““ ({1 B)

All the above equations are written for a given instance
(graph or given instance of the disorder) of the problem. It is
often desirable to write the BP equations directly in the av-
erage form over the graph and disorder ensemble. This is the
replica symmetric cavity equation,
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K-1 1

[T ITar)dy- Fdy'h.B)],

i=1 j=1

P() = 2 q({1})
{
(11)

that can be solved numerically via the population dynamics
technique introduced in Ref. 19 (see also Ref. 18 and 41 for
details).

Whether the BP equations for XOR-SAT are solved on a
given random graph or in the population dynamics, they
have always the following fixed point that corresponds to the
paramagnetic/liquid phase,

1
27

—i _ —1_
-1 -

+1 =

i—a _ _j—a

X+l = X-1 = (12)

for all i and a. Plugging this solution in the expression for
the free energy we get

i
- Bf=-BF/N= %log(cosh B) +log 2 (13)

and for the energy we get

l
e:E/N:—Etanh B. (14)

Hence, in this case, the probability that a given constraint is
not satisfied is

e(p) = (15)

1+

2. Glassy solution: One-step replica symmetry breaking

The replica symmetric liquid solution from the previous
section is asymptotically exact as long as the point-to-set
correlation length stays finite.?! This is related to the recon-
struction problem on trees.?® When the point-to-set correla-
tion length diverges, the replica symmetry-broken solution'®
has to be used to describe correctly the system.

In the one-step replica symmetry breaking one splits the
phase space into exponentially many Gibbs states,
P*~i(yf~7) is then the probability distribution over states of
the cavity message ¢ '. We now need to consider all these
states and in order to focus on those with a given free energy
f=-Tlog(Z), we weight them according to their partition
function to a given power Z*, where x is the so-called Parisi
parameter. In the cavity method, x is then used as a Legendre
parameter in order to select the states with a given free en-
ergy. With this in mind, the 1RSB self-consistent recursive
equation reads'®

1 . .
. dPPi(yp—i
Z274P) jel;!z\i bg\a (M )
X[z (L pY ey - F{ 7L B)]
(16)

with F({¢#~/}, B) and Z¢~i({—/}, B) being defined in Eq.
(6). The Parisi parameter x is indeed a Legendre parameter

P =
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conjugated to the internal free energy of states. The entropy
associated with the number of states of a given internal free
energy f, also called complexity and defined by 2X(f)
=10g[ Nyaes(F) 1/ N, can be recovered from the following Leg-
endre transform:

P E)

- qu)(,B,x) == Bxf(ﬂ) + E(f)’ Ix

(17)

The potential ®(B,x) is computed from the fixed point of the
IRSB Eg. (16) as

D(B,x) = X, DU D (- 1), (18)

1

where

_ a+da
e BxD —

IT II apP~i(=Hiz="q .87,

ieda bedi\a

(19)

i
equ):

[T aP=i(pr=HZ{y=1.BT.  (20)

aedi

The condition for validity of the replica symmetric solu-
tion is recovered by solving the 1RSB equations for x=1,
that is if at x=1 there exists a nontrivial solution of Eq. (16)
then the RS solution is not correct and the phase space needs
to be divided into states. This happens at the dynamical tem-
perature 7.

The 1RSB solution is then given by the value of x such
that

x" = argmax,[~ Bf(B) + Z(f)|2(f) = 0]. (21)

Above the Kauzmann temperature Ty one has x*=1 and
2.(f)>0, that is, exponentially many states are relevant to
the Boltzmann measure. In this phase the local magnetization
(marginal probabilities) and the thermodynamic potentials,
such as the total free energy, are still given by the replica
symmetric solution, Egs. (12)—(15).

Below the Kauzmann temperature x*<1 and 2 (f)=0, the
Boltzmann measure is dominated by only a finite number of
states. However, an exponential numbers of subdominant
(nonequilibrium) states still exist at any positive temperature.

B. Coloring of graphs, alias the antiferromagnet Potts
model

We shall also illustrate some of our results on the antifer-
romagnetic Potts model on random graphs, mostly known
and studied in its zero-temperature version since it is then
equivalent to the graph coloring problem.*'~#5 The Hamil-
tonian is

H= 2 8. (22)

(i) eG

where s; are Potts spins taking one of the g possible values
(colors), &;; is the Kronecker delta symbol, and the sum is
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over all edges of the graph. The phase diagram of this model
at finite temperature is summarized in Ref. 46 and all the
necessary equations for both the replica symmetric and
glassy solution can be found in Ref. 41.

III. EVOLUTION OF STATES ABOVE THE KAUZMANN
TEMPERATURE

In this section we introduce the states following formal-
ism and derive equations for the evolution of states that are
at equilibrium above the Kauzmann temperature, 7,=Tx. In
this phase, the paramagnetic replica symmetric solution, Eqgs.
(12)—(15), correctly describes all thermodynamic quantities
(but misses the ergodicity breaking at 7, <T,). In Sec. IV we
give a generalization for equilibrium states below Ty and for
metastable states.

In order to get an intuitive idea of what we will do, let us
consider the ferromagnetic Ising model on a random graph.
At low temperature, there are two phases corresponding to
the positive and negative magnetization. In order to study
one of these phases, a good strategy is to first recognize that
the random graph is locally a tree. Then one considers a tree
where all spins on the boundaries are fixed to, say, a value
s=1, then far away from the boundaries the system will be in
the phase of positive magnetization. By changing the tem-
perature the curve m*(T) can be computed. We will follow
the same strategy, except that choosing the correct bound-
aries will be slightly more involved.

The main idea behind the equations of state following is
that we pick a configuration at random among the equilib-
rium ones at a temperature 7, and then we look at the solu-
tion of the belief propagation equations at a temperature 7,
initialized in that configuration. We will also discuss a spe-
cial case of factorized replica symmetric solution where this
idea can be actually performed on a single graph. This is also
closely related to the quiet planting discussed in Refs. 47 and
48.

A. Gedanken experiment on infinite trees

Let us consider the problem on a large hypertree. Let the
hypertree have the same distribution of disorder (i.e., the
degree distribution, the distribution of negations, interaction
strengths, etc.) as the original problem. Let us consider a
measure uniform over all configurations having energy cor-
responding to a given temperature 7,. To sample uniformly
one configuration from this measure the following steps need
to be done:

(a) take a much larger hypertree and start with random
messages on the boundary of the larger hypertree and iterate
the belief propagation equations at temperature 7, down to
the root. This way one created messages taken from the rep-
lica symmetric solution on the original hypertree.

(b) Assign a value to the root according to the incoming
message. Proceed iteratively up to the leaves of the hypertree
with the following: given the value s; of variable i choose the
set of values {s;} according to  probability
P({s}[{¢# 7}, B..s;) defined in Eq. (6), where a is a descen-
dant of i and b € dj\a, for each j € da\i.
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Now consider the values of variables from the configura-
tion, we picked on the leaves. This is a boundary condition
that defines the equilibrium Gibbs state at temperature T, (as
long as T,= T). Next consider the belief propagation equa-
tions at temperature 7,# T,, initialize the messages on the
leaves of the hypertree in the configuration we picked (i.e.,
;=1 and =0 for all r # s if we picked value s) and iterate
down to the root. The result of these iterations describes
properties (free energy, energy, size, overlap) of the Gibbs
state at the temperature 7, # 7.

In case the original temperature was above the dynamical
glass temperature, 7,>T,, the solution of the belief propa-
gation at 7, will not be different from the result of the pure
BP at T,. That is because all the equilibrium configurations
above T, lie in the same paramagnetic state.

When the original temperature is below the dynamical
glass temperature, Ty=T,=7T,, the situation is much more
interesting. Then the equilibrium configuration we picked
lies in one of the exponentially many equilibrium Gibbs
states and the belief propagation equations at a different tem-
perature do describe adiabatic evolution of that Gibbs state.
In what follows we shall translate the above reasoning into
the cavity equations and describe the population dynamics
technique used to solve them.

B. Simplest case: Factorized RS solution

The simplest form of the equations for adiabatic evolution
of states can be written when the replica symmetric solution
is factorized, i.e., when the values of the messages are the
same. This is the case in the XOR-SAT problem where there
is a BP fixed point in which for all i and a the message

~=1/2. Furthermore, this fixed point gives an asymptoti-
cally exact results above the Kauzmann temperature 7.

When the RS solution is factorized, the step (a) in the
construction of the equilibrium configuration can be skipped
and the probabilities P({s}| {4/=7},B,.s;) depend only on the
values of variables and the inverse temperature (3,. In the
XOR-SAT, in particular, we have from Eq. (6),

eﬁglasi 1T s;

jeda\i

P{s {7}, Bersi) = (23)

2K-1 cosh(B,J,)

Meaning that a clause is unsatisfied with probability e(8,)
that is given by Eq. (15). These probabilities are used accord-
ing to step (b) to choose an equilibrium configuration on the
hypertree. Then belief propagation equations at a tempera-
ture 7, are initialized on the leaves in that configuration and
iterated. As usual for belief propagation equations a probabil-
ity distribution of the values of messages can be written. This
time one has to distinguish between messages sent to the
variables which were assigned value +1 in the equilibrium
configuration and those that were assigned —1. Given the
probabilities to choose values of variables, Eq. (23), the two
probability distributions have to satisfy the following self-
consistent equation,
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JﬁesH kN

Py(y) = ; Q(J)% q({l; })E W

K-1 1

i=1 j=1
where g({l;}) is the excess degree distribution and F({¢},8,)
is defined in Eq. (6). Note the use of inverse temperature S3,
in the BP equations represented by the delta function. Given
a Gibbs state that is one of the equilibrium ones at tempera-
ture T,, Eq. (24) encodes its properties when the temperature
is changed to T,.

The learned reader will recognize that when 7,=T, this is
nothing but the 1RSB equation®® (at Parisi parameter x=1).
This is actually quite normal: since when the two tempera-
tures are equal we are just describing the properties of a
typical state, which is what the 1RSB method does. Similar
equations when the two temperatures are equal were thus
considered in many works.*!47:49-50

To solve Eq. (24) with the population dynamics we rep-
resent P(y) by an array of values for each value of s. To
update one element in the array P, we first pick degrees [;
from the excess degree distribution, then based on value of s
and Eq. (23) we pick the values {s;}. After that, for each i we
pick /; random elements in the array P, and based on Eq. (6)
we compute a new value of ¢ and replace one element in the
array P,. We repeat many times until (based on computation
of some average quantities) the convergence is reached. It is
also important to note that the initial state of the populations
corresponding to the boundary conditions on the hypertree is

TSN R

The internal Bethe free energy of the state is

JBIL s;

—BAB,) = ag Q(J){El}‘, 4({1}% ¥ cosh B

K I

[T TI1awP. (¥)log (¢}, B,)

i=1 j=1

- 2 Q(l)—E

Xlog Z'({¢/}. Ba)- (26)

The value can be computed using the population dynamics
procedure based on the fixed point of Eq. (24).

H [dy/ P, ()]

i=1

C. Case of a general (nonfactorized) RS solution

In a general case when the replica symmetric solution is
not factorized, e.g., in the canonical case of the random
K-SAT problem, the situation is a bit more complex. In the
gendanken experiment of Sec. III A, the uniform boundary
conditions have been created with (and thus depends on) the

replica symmetric marginals . The procedure described in
the gedanken experiment translates to a more general form of
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equations that are exact on a tree. The equivalent of Eq. (24)
then reads

K-1 [;

ITTI

i=1 j=1

X[dy/ Prs(¥)1l - F{W}.B.)]

k-1 1I;

%

XY efeC Js{c})Lf 111

i} ZAWLB) Y =t =1
X[dy/' P} (W) 1oly - FAW} B,

(27)

P () Prs(h) = E o( J)E q(1)

K-1 1

where C(J,s,{s;}) is an arbitrary interaction between spins
s,{s;} of strength J, in case of XOR-SAT we had
C(J,s,{s;})=JB,sll;s;. This equation is maybe easier to un-
derstand from the population dynamics procedure used to
solve it. Now we have |s|+1 different arrays to represent the
messages. In the first array we initially put an equilibrated
replica symmetric population (values obtained by solving the
simple RS equations by population dynamics). In the array
corresponding to value s we initially put a message com-
pletely polarized in the direction s.

Updating one element has to be done in all the |s|+1
arrays simultaneously. One first chooses the degrees /;, then
one chooses the corresponding number of random elements
in the population. One uses the first array to compute the
new value corresponding to the first array in the new ele-
ment. To compute a new value corresponding to array s one
uses the values on the first array to draw a configuration of
values {s,} using probabilities,

K-1 1;

II1T4,

PP} Boos) = ePeCUSEN = (0g)
Z4PNB.)

Finally using elements in arrays corresponding to values s;
one computes a new value. This done for every value of s
finalizes one step. All is repeated until convergence is
reached. The expression for the free energy is analogous to
Eq. (26) using the same generalization as for Eq. (27).

We note that when 8,=/,, the above equations are actu-
ally already known, and are exactly equivalent to the 1RSB
equations at x=1. Again, this is just because in that case, we
are simply describing the properties of a typical state. With
equal temperatures, the above form of the IRSB equations at
x=1 appeared in Refs. 48, 50, and 51 (to which we refer the
reader interested to see how the present derivation general-
izes) and similar equations appeared in the context of the
analysis of an idealized BP decimation algorithm in Refs. 52
and 53.

D. Relation to the problem of reconstruction on trees

In the special case when 7,=T, the above equations are
thus equivalent to the 1RSB equations when the Parisi pa-
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FIG. 3. (Color online) (a) Recursive construction of an equilib-
rium configuration at temperature 7, in XOR-SAT. Given the tree,
and a random choice of interactions (full square /=1, empty square
J=-1), one starts from the root, and chooses iteratively the configu-
ration of the ancestors (full circles s=1, empty circle s=—1) ran-
domly such that it satisfies the constraints with probability 1
—€(T,), Eq. (15), here €=3/7. Violated constraints have dashed/red
borders. (b) The problem can also be gauge transformed using Eq.
(29), see Sec. III'F, into a fully polarized configuration with all s
=1 but where the J’s are chosen from distribution, Eq. (30).

a)

rameter x=1, and are closely related to the problem of re-
construction of trees, an important setting in computer sci-
ence and information theory, as was realized by Mézard and
Montanari.?® In the reconstruction on trees, a single configu-
ration is spread from the root of the tree to its leaves with
some given rules and noise level, and the task is then to
reconstruct (infer) the value of the root based on the configu-
ration on the leaves. In particular, in a model with a factor-
ized replica symmetric solution, constructing an equilibrium
configuration on the tree has a simple local interpretation, as,
e.g., in Ref. 26. The noise level corresponds to the equilib-
rium temperature 7,. This spreading construction is precisely
the one we have used in Fig. 3 for the XOR-SAT problem:
starting from a value of the spin chosen randomly, we have
chosen iteratively the configuration of the other variables
randomly such that it violates the constraints with probability
€ corresponding to T,.

In the reconstructing on trees one thus applies BP starting
from the leaves, using the values on the boundaries as start-
ing conditions, to generate the marginal distributions of the
variables within the tree. This is precisely what we have
done, the only difference is that in the reconstruction formal-
ism, one knows the value of € that has been used in order to
construct the configuration on the tree, and therefore, one
used the same value in the BP equation in the recovery pro-
cess. The states following problem is thus a generalization of
the reconstruction on trees, where one first generates the con-
figuration with a value €, (corresponding to a temperature 7,)
but then apply the BP equation with a different value €,
(corresponding to a temperature 7T,,).

1. Reconstruction in a noisy channel without knowledge of the
noise

The method of states following can thus be viewed as a
variant of reconstruction on trees. In this interpretation the
noise of the channel is described by the inverse temperature
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B.. If this value is unknown, the task of reconstructing the
values will be done with a priori different temperature f,:
the behavior of Eq. (24) thus describes the reconstruction
problem where the noise level of the channel is not known.

Two interesting remarks can be done at this point. First, it
follows from the maximum likelihood principle that the best
chance to reconstruct corresponds to B,=p,, and in fact, this
gives a direct way to recover the noise value by maximizing
the free energy. On a tree, both the noise value and the mar-
ginal distribution can thus be recovered in the reconstruction
process. A second point is that, as we will see from the be-
havior of the states following method, in some cases al-
though reconstruction is possible at 8,=/, it might not be
possible at some B,> B, (that is when trying to reconstruct
by assuming the number of mistake smaller than the actual
value), which is rather counterintuitive.

2. Better bound for noisy reconstruction

A last point we shall mention is that our method provides
a simple way to have better bounds on noisy reconstruction.
Consider indeed a problem where we have generated the
boundaries with a noise level 8,. We now use a very simple
algorithm: we do the BP recursion with 8,— o, that is, as-
suming that no mistakes were done in the process. In that
case, a simple bound of the reconstruction threshold can be
obtained by considering a probability when the boundary
condition directly imply the correct value of the root.*>>* A
similar procedure for 7,=0 was called naive reconstruction
in Refs. 49 and 50.

In the case B,— = the equations simplify and can be cast
in a set of coupled equations with two variables—one being
the probability that the value of the root is implied in the
actual value, second being the probability that the value is
implied wrongly. As long as the first probability is larger
than the second, which is always the case in the cases we
studies, this leads to better bounds on the noisy reconstruc-
tion problem. Some of these values are given in Sec. VIC
for the XOR-SAT problem. In fact, it is simply the generali-
zation of the naive reconstruction bound to the case of noisy
channels.**3

E. Quiet planting: How to simulate impossible to simulate
models?

The construction we have described is related to the no-
tion of quiet planting, which turns out to be a powerful way
to perform simulations for the mean-field models that would
not be possible otherwise. Let us first stress that the thought
experiment of choosing an equilibrium configuration, that
lead us to the derivation on above equations, is feasible only
on trees. On a random graph we would encounter problems
as soon as the long cycles start appearing when proceeding
from a node playing the role of the root. Indeed, choosing an
equilibrium configuration on a given random graph below
the dynamical temperature 7, requires, as far as we know, an
exponential time.

This difficulty, however, can be bypassed in the special
cases where the replica symmetric solution is factorized and
in this case the adiabatic evolution of states is realizable also
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on single graph instances. This has interesting algorithmic
applications: it is possible to create a graph and an equili-
brated configuration at the same time. The point is that when
the RS solution is factorized it is possible to create a typical
random graph (from the ensemble under consideration) and a
configuration that is an equilibrium configuration at tempera-
ture T,=Ty on that graph. This concept was called quiet
planting and was discussed by the authors in Refs. 47 and
48.

Let us first define quiet planting in the XOR-SAT problem
and then justify the above-claimed properties. Planting an
equilibrium configuration in XOR-SAT at a given tempera-
ture (or equivalently at a given energy) works as follows:
first choose a random configuration of spins {c;}, then choose
a random instance from the ensemble under consideration
restricted to the fact that (1 — €)M constraints are satisfied by
the chosen configuration of spins and eM are not satisfied.
Thus, given the configuration, choose at random eM [(1
— €)M, respectively] constraints out of all the possible satis-
fied (unsatisfied, respectively) constraints. The fraction € is a
function of the temperature 3,, and it is given by Eq. (15).
This way for one given clause, out of the 2X~! configuration
that do not satisfy that clause, each will happen with prob-
ability €/2K-!, each satisfying configurations will appear
with probability (1—€)/25=!. If we condition on the value of
one variable contained in the clause we obtain probabilities
in Eq. (23). Thus if we look on a finite neighborhood of a
variable in a very large planted hypergraph we will obtain a
hypertree statistically identical to the one described in Sec.
IIT A. Consequently, Egs. (24) and (26) are the cavity equa-
tions describing the properties of the planted graph. As typi-
cal properties of the graph follow from the solution of Eq.
(24), the planted graph and the planted configuration will
have the same typical properties as a random graph and an
equilibrium configuration. Hence, justification of the name
quiet planting, i.e., planting that does not change typical
properties of the ensemble.

Note here that the above argument was possible only be-
cause the probabilities in Eq. (23) were independent of the
values of messages {¢//~/}. On the other hand, whenever this
is the case, i.e., whenever the replica solution is factorized,
the above argument is valid. In a general factorized case, i.e.,
for nonsymmetric interactions or when disorder in the inter-
actions is present, the planting procedure have to be slightly
generalized. The marginal probabilities are used to plant a
configuration with a proper number of each value (proper
magnetization). Based on the RS solution one has to com-
pute probabilities that a given type of constraint has a given
set of values on its neighboring variables and plant the con-
straints accordingly. An example of this generic procedure at
zero temperature was described in detail in Ref. 48.

It shall be noted at this point that the equivalence between
the planted and purely random ensemble has been proven
rigorously in Ref. 55 in the zero-temperature case in the
region of parameters where the second moment of the num-
ber of solutions is smaller than some constant times the
square of the first moment. E.g., in the coloring problem for
three colors the above holds till average degree c,(3)=3.83,
for four colors until ¢,(4)=7.81, to be compared with the

q
Kauzmann transition, also called the condensation transition,
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c.(3)=4 and c.(4)=8.46. In the factorized models the an-
nealed free energy, log(Z), starts to differ from the quenched
one (logZ) at the Kauzmann transition,! and then the
equivalence between the two ensembles breaks down.

Even before the proofs of>> the equivalence between the
planted and random ensemble for XOR-SAT for connectivi-
ties below the condensation transition was proven in,?! Ap-
pendix A. In this special case the equality of the annealed
and quenched free energies is directly linked to the absence
of hyperloops in the graph.?! Authors of Ref. 21 used the
equivalence between the planted and random ensembles and
the fact that the planted configuration is one of the equilib-
rium configurations as a handy tool to equilibrate their
Monte Carlo simulations even at temperatures where the
usual equilibration is impossible in feasible times.

The possibility of generating, for free, an equilibrium con-
figuration together with a typical realization of the disorder
for all temperatures 7> T is extremely useful and allows to
perform simulations that would be impossible otherwise. In-
deed for all the range of temperatures Tx=T=T,, it is un-
feasible to find an equilibrium configuration as soon as N is
not ridiculously small. With the quiet planting method, this
limitation disappears. The present authors have already used
this in Refs. 47 and 48, where one benefited from the fact
that Monte Carlo, belief propagation, and other dynamical
procedures can be initialized in a truly equilibrium configu-
ration. Later on, in Sec. VI, we will use this trick of quiet
planting to confirm numerically, through Monte Carlo simu-
lations and the use of BP equations, the results of the states
following method.

F. Reformulation using mapping on the Nishimori line

A last, and maybe most striking, relation to previous
works arises when one considers gauge transformations. Let
us consider, again, the p-spin model. The equations for adia-
batic evolution of states can be further simplified by exploit-
ing a gauge invariance. Indeed for any spin i, the transfor-
mation

Yaed (29)

si——s; and J,—-J,

keeps Hamiltonian (1) invariant. As shown in Fig. 3, this
allows to transform the equilibrium spin configuration on
any graph into a uniform one (all s=1), the disorder distri-
bution then changes from Eq. (2) with p=1/2 to

OnV)=€eT)oJ+1) +[1-€T,)]oJ-1), (30)

where €(T,) is given by Eq. (15). Since all s=1, there is no
need to distinguish between the +1 and the —1 sites. Equa-
tion (24) reduces to the usual replica symmetric cavity equa-
tion for a problem with mixed ferromagnetic/
antiferromagnetic interactions at temperature 7, initialized in
the uniformly positive state
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K-1 1;
P(h)=2 QNL(J)E q@ip) | T TTar)dy
l; i=1 j=1
- FWLBIL P At(@:a{(‘/’l)_(lﬂ.
a ni 1//0 0

(31)

The distribution of interactions, Eq. (30), is given by the
Nishimori-type®-¢ relation between temperature 7, and den-
sity of antiferromagnetic couplings €, and arises because at
T,=T, the overlap with the equilibrium configuration, play-
ing a role of magnetization m in the gauge-transformed
model, is equal to the overlap g between two typical configu-
rations from the state, a well-known property of the so-called
Nishimori line (that is the line defined by the Nishimori re-
lation in the temperature/ferromagnetic bias plane).

The gauge invariance has thus transformed the task of
following an equilibrium state in a glassy model into describ-
ing the evolution of the ferromagnetic state in a ferromag-
netically biased model with the standard cavity approach. As
we will derive in Sec. V B the adiabatic evolution of states in
the fully connected p-spin model for 7,= T is thus equiva-
lent to solving the p-spin model with an additional effective
ferromagnetic coupling Eq. (52), and one can thus readily
take the solution of the p spin in the literature, e.g., Refs. 56
and 57 to obtain properties of the equilibrium states.

A similar mapping exists for all mean-field models where
the replica symmetric solution is factorized (see, for instance,
Ref. 58 for glassy Potts models), however, the resulting
model is not always very natural nor already known. For the
p-spin model the evolution of a glassy state being equivalent
to melting of the ferromagnetic state on the Nishimori line
has deep consequences for the physics of glasses, as will be
discussed elsewhere.””

IV. EVOLUTION OF STATES: GENERAL CAVITY
EQUATIONS FOR ANY TEMPERATURE

In this section we introduce a method of states following
that is suitable at any temperature and where replica symme-
try breaking is thus taken into account. The method is set for
any 1RSB states, at any value of the Parisi parameter x and
any temperature, as long as the corresponding states are
stable toward further steps of replica symmetry breaking.
Stability of the following equations toward RSB for different
values of B, is interesting and will be discussed later.

A. Adiabatic evolution of 1RSB states

In order to understand the general equations for the adia-
batic evolution of states, let us first briefly recall how are
derived the cavity 1RSB equations that describe the equilib-
rium states. We work at inverse temperature 8, where many
states exist, each of them has a corresponding BP fixed point,
i.e., a message ¢ on each link. As described in Sec. Il A 2,
the 1RSB method uses the distribution of messages P(i, 3,)
over all states with a given free energy f. In order to select
the free energy, we consider the BP recursion in every pos-
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sible state but we reweight each state according to Z*(i/, 3,).
This leads to Eq. (16).

One intuitive way to understand Eq. (16) is to think about
the problem on a tree and consider many possible boundary
conditions P;,; (¢, B,). In order to select boundary conditions
that lead to the state of free energy f we reweight P(¢, B,) at
each steps with Z*(, 8,). Eventually, for different x such
fixed point will describe states with different free energy f.
For more details on this derivation see Refs. 17, 50, and 51.

In order to write the equations for the adiabatic evolution
of the 1RSB states, we first need to describe the state via Eq.

(16), and second we use another distribution 13(1,0, 1]) that
describes the same state at a new temperature 3,. The equi-
librium states at temperature [, arise if one uses the re-

weigthing Z*(i#,8,). The probability distribution P(i, )
thus needs to be reweighted with the same factor Z*(i, 3,) in
the state following method. Thus, the generalization of the
IRSB equations to the state following is a recursion on both

P(i) and ﬁ(w, IZ) as follows:

: M1

Za*}i(lge’ ﬂa) jeda\i bedj\a
XdP" I )
X[Z (L BTy

- f({wﬂj}vﬂe)]é['zﬂai - f({g/j*}j}’ﬂa)]
(32)

Py ) =

The distribution P is initialized as

P i = PO S - g, (33)

where the P¢~/(#7") is the solution of the usual 1RSB Eq.
(16) describing the equilibrium state at an inverse tempera-
ture B,. Equation (32) then describes adiabatic evolution of
this state at an inverse temperature (3,. Note that the re-
weighting factor Z* comes from the messages ¢ as the in-
verse temperature 3,—again, this is the key element assuring
that we are looking into the same state at a different tempera-
ture.

The internal free energy of the state at temperature 3, is
given in terms of node and link contributions, as usual in the
IRSB cavity method,

= BF(B) =~ B2 F*(B) + B2 (i~ F(B,),

(34)

where
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J 1 I aBr—ityr—", 3 ~log Z=(( " BTz (). BT

i€da bedi\a

- BaFa-ma(Ba) = B _ s (35)
IT I aP*~ '~ Hz= G181
i€da bedi\a
J H_ AP (g D og ZI Y BINZ (g~ BT
- BuF(B) =" - - (36)
L1 aPe= (= Z (1 BT
And for the corresponding energy we have
IT 11 aPt~ (= = HE“ (g~ B2 (). BT
ieda bedi\a
(37)

E(B)=2

ieda bedi\a

Equations (32)—(37) are written for a given instance of the
problem. It is instructive to describe how to solve them on
average over the graph ensemble using the population dy-
namics method.'” We need to keep a population (represent-
ing the distribution over the graph edges) of couples of mes-

sages (one for ¢, the other for ). Then the population is
iterated in the exact same way as in the usual case,'® the
whole population of couples is reweighted using the re-
weighting factor [Z**%({y/~'}, B,)]* computed from the ele-
ments ¢ at inverse temperature [3,.

B. When states themselves divide into states

So far, we supposed that the state we are following does
not exhibit an instability toward replica symmetry breaking.
This assumption may break when temperature 7, is low
enough. To check for the local stability we can use a variant
of any known method, see, e.g., Ref. 60 or Appendix C of
Ref. 50. One of the methods, simplest to implement in the
population dynamics, is the monitoring of deviation of two
replicas. For that we first need to find an equilibrated popu-
lation at a temperature 7T,, then we copy this population and
introduce a small noise. Further the two copies (replicas) are
updated with the same random choices and the deviation of
the two is monitored. If the deviation is going to zero the
state is locally stable, if the deviation is growing the state is
not stable toward replica symmetry breaking that is the state
has the tendency to divide into many smaller states. This
second case can be treated in the following way.

If the state to be followed is not stable toward replica
symmetry breaking then applying the 1RSB method within
this state shall lead better result about its behavior. The fol-
lowing equations together with Egs. (16) and (32) describes
the method

IT TI aP"~ '~ =Hiz g~} BT

1
z4

Pgﬂi(ﬁaﬂi) — H H dpgﬂj(ﬁbﬂj)

jeda\i bedj\a

X[ 297U B, B) T2 P = F({PP 7}, B B,
(38)

where the functional F,({P"/},B,,8,) is defines by Eq.
(32). Said in words, on every edge next to the population
corresponding to Eq. (16) one would have to keep a popula-
tion of populations, each corresponding to a substrate. Each
of these populations would be reweighted using the re-
weighting from Eq. (16). A second reweighting with Parisi
parameter x, would have to be done on the level of popula-
tions. On top of all that in the nonfactorized cases a popula-
tion of these object would have to be kept to account for the
average over the graph. Numerical resolution of such equa-
tions becomes involved and we let their implementation for
the diluted models for future works.

V. FIRST APPLICATION: ADIABATIC EVOLUTION OF
STATES IN THE FULLY CONNECTED p-SPIN
MODEL

Now that we have presented the method for adiabatic evo-
lution of states, let us show how does the solution of the
equations behave and what can be learned about the physics
of the p-spin problem. We will also describe here the con-
nection of the states following method to the Franz-Parisi
potential?’-?® and with the physics on the Nishimori line.

One of the simplest cases to which Eq. (24) can be ap-
plied is the fully connected p-spin model. The static replica
solution of the model is in Ref. 37. In Appendix A we show
how to rederive the replica symmetric equations for the fully
connected p-spin model as a limit of infinite connectivity of
the cavity (belief propagation) equations (24). Here we only
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summarize the equations needed to explain how to obtain the
solution for state following.

A. Equilibrium solution of the fully connected p-spin model

As discussed in details in Appendix A, BP simplifies in
the fully connected model where the amplitudes of all inter-
actions are small, and become

mH“:tanh(,B A mﬁb>, (39)

bedi\a jedb\i

where m the local cavity magnetization. The replica symmet-
ric solution can then be written in terms of the distribution of
such cavity magnetization that are Gaussian because of the
central limit theorem:®"-%> we thus need only the average
magnetization m={m' %) and the average overlap between

configuration ¢={(m'~“)?). The recursion reads

) T, =
m= Dy tanh(BJy\Npg"'/12 + Blopm’™"),  (40)

q:f Dy tanh?(BJy\pg"~ 12 + BlypmP™"),  (41)

where we call Dy=dye‘y2’2/ \27 the Gaussian integration.
The free energy is a function of the fixed point of the above
equations,

- Bf= (BP0~ D~ Blop = Dl + LB

1 —
- Zﬁzjzpq”‘l + f Dy log 2 cosh(BJy\pg’~'/2
+ Blopm”™) (42)

and for the replica symmetric energy density we have

o J(Bf) =~ Jygn — %sz(l —q"). (43)

B
The 1RSB solution with the value of Parisi parameter x is
obtained in a similar way and the corresponding fixed-point
equations are

f Dv cosh™(BG)tanh(BG)
m= f Du 5 (44)
va cosh*(BG)
f Dv cosh*(BG)tanh?(BG)
q1= f Du , (45)

f Du cosh*(BG)
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2

f Dv cosh*(BG)tanh(BG)

. (46)

q0= f Du
f Du cosh*(BG)
where

G=Jun/ gqg_] +JvA/ Iéq’f_l - gqﬁ_l +JopmP™t (47)

is a sum of two Gaussian variables and D is the Gaussian
integral. The parameter g, is the average self-overlap and g,
the average overlap between states. The IRSB Parisi (repli-
cated) free energy reads

1
— Bx®(B,x) = — xBJopm” + 4_1(1 —-x)x(p— 1),82J2qf
1, 212 p Lon 1 on p-1
+ X (p—l)ﬁfqo+1ﬁ1x—ZBprq1

+xlog2+ J Du logJ Du cosh* BG,  (48)

the free energy is derived as f(8)=dd(B,x)/ dx.

B. Equations for adiabatic evolution of states for 7,= Ty

Let us give a derivation of state following equations for
the fully connected p-spin model using the equivalence with
the planted ensemble. We think about the fully connected
model as the large connectivity version of the diluted model
and use the planting procedure described in Sec. III E. We
first plant an equilibrium configuration at inverse tempera-
ture f3,, then initialize the belief propagation equations in this
configuration and iterate to a fixed point at another inverse
temperature [3,. When the temperature of planting is larger
than the Kauzmann temperature, 8, < Bk, then the planting
can be done in a very natural way. One first takes the replica
symmetric energy at [, and computes the corresponding
fraction € of interactions that are not satisfied at that energy.
Then when constructing the planted graph one first chooses a
random configuration, the sign of interactions is then chosen
in such a way that fraction € of them is unsatisfied and 1
— € satisfied.

The value of € in the fully connected p-spin model is
computed as follows. Let us assume J,=0, as this is really
the case we are interested in, recall that we rescale the inter-
actions in the fully connected model as (J2)=Jp!/(2N"7"),
hence J,= +J\p!/(2NP7"), there is total of N?/p! interac-
tions. The energy we want to achieve is given by Eq. (43),
hence € has to satisfy

1 J(1-¢") | p!

=-- . 49
=3P G (49)

Moreover as we consider only 8,< Sk, in the p-spin model
this means that g=0.

Now let us keep in mind the above planting, moreover
consider that spin i was planted +1 (without loss of general-
ity) and look back at Eq. (39), considering J,=0. The terms
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in the sum in the argument of the tanh are independent (by
the assumption of replica symmetry within the planted state)
and their statistics is thus ruled by the central limit theorem.
Thus our aim is to compute the mean and variance of the
argument. If the interactions would not be correlated with the
planted configuration the mean would be zero (remind we
have J,=0). If we satisfy every interaction with probability
1—¢, there will be 1—-2€ more satisfied interactions than un-
satisfied ones. These 1-2€=28,J V’M/ NP=D72 interactions
are biasing spin 7 in the direction +1. The mean of the argu-
ment of the tanh is thus

N 2B NpU8 [ Jp! -
M_'Ba(p—l)! No-D2 N gt

— o
= BuBINpY8J @‘_"1 ! = BB 21pm (50

The planting only influences the directions of the interac-
tions, thus in the variance computation nothing changes and
we have again

o=B.pg" 2. (51)

Thus parameters m=(m'~) and g=((m'~%)?) are ruled again
by Egs. (40) and (41) with inverse temperature 3, and effec-
tive coupling

J§" = BJ*2. (52)

Parameter m now measures how far from the equilibrium
planted configuration is a typical configuration at ,. Also
the free energy Eq. (42) applies to this case with inverse
temperature 3, and effective JS" given by Eq. (52). The free
energy here is, however, free energy of the planted state and
thus the complexity, defined by Eq. (17) with x=1, can be
computed considering the difference

S == B,f(Ug=0) + BfU. (53)

Consequently all the physics of adiabatic evolution of
states above the Kauzmann temperature for the J,=0 model
can be induced from the known phase diagram of the J,
#0 model and Eq. (52) is the Nishimori line condition?%-*
for the fully connected p-spin model with a nonzero J,. This
illustrates the general equivalence we have discussed in Sec.
IITF between the states following method and the original
model on the Nishimori line.

The dynamical temperature can be interpreted as the spin-
odal point of the planted state, thus if 8,=[3, we start to have
a nontrivial solution at 7, And at T the complexity, Eq.
(53), becomes negative. Iterating Egs. (40) and (41) we in-
deed obtain values of the two critical temperatures as known
from the 1RSB solution of the p-spin model. For p=3 we
have Tx=0.6513 and 7,=0.6815.

In the case of the fully connected p-spin model the state
following when states start to be unstable (divide into sub-
states), described in generality in Sec. IV B, can be done
easily (at least on the 1RSB level) by using the mapping on
a model with effective ferromagnetic coupling. Again, for the
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model with Jy=0 the IRSB solution inside a state is equiva-
lent to the standard 1RSB solution in a model with Jgff
=B,J%/2, Egs. (44)—(46).

C. Equations for adiabatic evolution of states for 7, <Tg

We now want to follow states below the Kauzmann tem-
perature, or metastable states above Ty (i.e., at a Parisi pa-
rameter x # 1). As far as we know there is no planting inter-
pretation for this case, the mapping into ferromagnetically
biased model on the Nishimori line does not work either in
this case. The underlying equilibrium measure at 7, < T be-
comes more complicated, the derivation then must follow by
rewriting Egs. (16) and (32) in the large connectivity limit.

For simplification we note that in the p-spin model with
Jo=0 we have m=¢y=0 thus the only nontrivial parameter
describing the 1RSB state we aim to follow is g;, given by
the Eq. (45), this summarizes Eq. (16).

To rewrite Eq. (32) we need to introduce overlap ¢; and a
correlation between the two populations

J dP(m'=, =) Z(m' =, B, ()

q,= J DO(P)
f dP(m'™Z({m" %}, B,)*

= (A~ )5.p)g» (54)

f dﬁ(mi_)a,lﬁi_w)Z({mi_}a}, Be)xmi_)al’?li_}u

c= f DQ(P)
f dP(m'=)Z({m' "}, B,)"

= ((m' 7 pg.- (55)

In Appendix A 3 we remind the derivation of the standard
1RSB equations for the fully connected p-spin model. What
we need here goes in a very similar manner. We define

x=> 5, 11 =t x=2> 5, 11 @ (56)

bedi\a  jedb\i bedi\a jedb\i
and obtain similarly as in Appendix A 3,
2_ w2y o 2P el
o= (¢ >P,P>Q =J 2611 s (57)
~ SO\ Dy
A= (Xppo=S0 ", (58)

(59)

—

e

The final self-consistent equations for g; and ¢ are then

<<X)?>P,5>Q ( c )p_l
p= = )

0,0

fD{u,v}coshx(ﬁev)tanhz(ﬁau)

q=

, (60)
j Du cosh*(B,v)

224205-12



GENERALIZATION OF THE CAVITY METHOD FOR... PHYSICAL REVIEW B 81, 224205 (2010)

-0.66 - TG§ TK§ ?Td . -0.66 TG§ TK§ ?Td S
068 | ‘ 2 ; 068 | ‘ 5 1
07} ‘ . 0.7 | ‘ .
.. 072} i 3-SPIN model 1 o 072} i 3-SPIN model .
o ‘ (RS) o (1RSB)
2 -074} 1 2 .074 .
(0] (0]
-0.76 . -0.76 .
-0.78 . -0.78 ,
08 | e | 08 b |
Qg LT T w L ‘ 0.8 B o ‘ S ‘
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
(a) Temperature (b) Temperature

FIG. 4. (Color online) Adiabatic evolution of states in the fully connected three-spin model, where 7,=0.6815 and Tx=0.6513. The
continuous (blue) curve that crosses the graph shows the equilibrium energy e¢,(7) of the model versus the temperature (with the Gardner
transition toward full RSB phase at low temperature). We have applied the states following method and the red curves (five roughly parallel
curves) mark the adiabatic evolution of states from equilibrium with 7,=0.6815,0.675,0.67,0.66,0.6513 for temperatures T, # T,. Left: this
is the RS result where we follow states using the RS ansatz, Egs. (40), (41), and (43). Upon warming, the states exist until meeting a spinodal
point at much larger temperature. Upon cooling the states can be followed until they become unstable against 1RSB (dashed), eventually a
nonphysical spinodal point makes the RS solution vanish. Note that the RS solution for the equilibrium state at 7,=7, vanishes as soon as
T,<T, and is thus not even seen on this picture. Right: we follow states using the 1RSB ansatz (the dashed part of the red curves), Egs.
(44)—(48). The 1RSB solution is actually also unstable to further steps of RSB and (most probably) the full RSB should be used instead. The
IRSB is therefore a (good) lower bound to the correct result. Note also that the nonphysical spinodal points for low temperatures do not
appear and that the 1RSB approach has mostly cured the problem with the exception of the states corresponding to 7,,~ T,. The green dotted
line is an example of a region where even the 1RSB equations do not have a physical solution. The green dotted line is a lower bound
computed by the construction suggested in Sec. V G 2.

Again, these equation are similar to standard replica equa-
D{u,v}cosh™(B,v)tanh(B.v)tanh(B,u) tions with a kind of a ferromagnetic bias but do not have as
c= ,  (61) simple form as was given by the mapping on Nishimori line
f Du cosh*(B,v) for T, > Tg.
where D. What happens when one follows states: Turning cartoons
1 | 2 o2 into data
Diuv}=———F—=exp| - 77— | 5+ o .
{u.v} 270GV — p2 P 2(1 - pz) ( 521 ; So far we were describing ideas and the formalism for the

2puv

(62) ing of this section we describe and discuss results which can

)} method of adiabatic following of Gibbs states. In the remain-
dudv,

010 be obtained about the energy landscape and the structure of
states for the fully connected p-spin model based on the pre-
1 v? viously derived equations.
Dv= —feXP<_ —)dv. (63) One obvious application of the states following method is
o2 201

to compute how does the energy of equilibrium states evolve
The free energy of the followed state can be obtained by ~ with temperature. Such energy-temperature diagrams (vol-
plugging expressions (A18) and (A10) into Egs. (35) and ume or entropy is sometimes plotted on the y axis or density

(36) and getting is plotted as a function of the pressure) appear in many
| 8 ) | works about glassy systems,? for recent examples see Refs.
212 ~ e 212 272 ~p-1 63 and 64. Except for a few very simplistic models such as

= Buf =BT —1(p—2x—cp)+— I = =B pd, P y stmp
P 4ﬂa (p-D{& 3 4'8" 4'3” P the spherical p-spin models,>*’ the random energy or ran-

dom entropy model® or the random subcube model® (where

f D{u,v}cosh*(B,v)log[2 cosh(B,u)] the dynamics is exactly solvable), all these diagrams were
(64) drawn as qualitative schemes, or as results of Monte Carlo

simulations. Moreover, in the field of glassy dynamics, the

f Do cosh™(B,v) energy landscape is often cartooned by drawing many val-
leys of different sizes and depths. The states following

The energy is then obtained by deriving e=d(8,f)/dB,. method allows to draw the above mentioned figures with

+
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actual quantitative data for any model solvable via the cavity
or replica method.

The left part of Fig. 4 shows how does the energy of states
depend on the temperature T,. The (blue) continuous line
that crosses the diagram is the equilibrium energy of the
system at a given temperature. This curve is divided into four
parts, the part above the dynamical temperature 7; represents
a high-temperature liquid phase. Between the dynamical 7
and Kauzmann Ty temperature is the dynamical glass phase,
where the free energy or energy are still given by the liquid
result, but the equilibrium state is divided into exponentially
many Gibbs states. Below the Kauzmann temperature T the
static line is obtained by solving the IRSB Egs. (44)-(48), at
this point its derivative changes discontinuously. This 1RSB
solution becomes unstable below the Gardner temperature
T (Refs. 23 and 60) below which the line is dashed, as it is
no longer exact, the correct FRSB energy would be higher.

Each of the red lines (five roughly parallel lines crossing
the figure) is obtained by following the evolution of one of
the exponentially many states equilibrium at some Tx<T,
<T,; When the state is heated the energy grows up to a
spinodal point where the state disappears, i.e., when the only
solution of Egs. (40) and (41) with J, given by Eq. (52) has
m=0. As T, approaches T, the spinodal point is at lower and
lower temperatures, states very near to 7, are lost almost
immediately when heated. This is an interesting result as in
the spherical models, the state at 7; could be heated to much
larger temperatures: that is an unphysical property of the
spherical model that disappears in the Ising model we have
considered here.

When the state is cooled down, the energy is decreasing,
but slower than the equilibrium energy. As soon as the tem-
perature changes the state goes out of equilibrium: this cor-
responds to the notion of glassy states trapping the dynamics
up in the energy landscape. In Fig. 4 left we plotted the
energy of states supposing they are stable against replica
symmetry breaking. We found, however, that this was not
always the case and thus denoted the unstable, thus unphysi-
cal, part of the curves by dashing. Indeed, the dashed part of
the lowest state curve even crosses the equilibrium line,
which is unphysical, a clear sign that the replica symmetry is
broken. The left ends of the red lines (five roughly parallel
lines) correspond to another spinodal point, in the sense that
the nontrivial, m # 0, solution of the RS state following Eqs.
(40) and (41) ceases to exist. This spinodal point does, how-
ever, not have a physical interpretation, as the states are un-
stable toward RSB in that region. We will see in Sec. V F
that this unphysical spinodal is related to a known problem
in the spin glass with ferromagnetic bias.

The right-hand side of Fig. 4 depicts the same quantities
as the left-hand side, the difference is that for the adiabatic
evolution of states we used the 1RSB Egs. (44)—(48). The
part where this changes the result is distinguished by dash-
ing. We checked that even the 1RSB description of the states
is not stable toward more steps of RSB so that the exact
description of the dashed parts requires a full RSB solution.
The 1RSB result, however, gives a much better—and
physical—approximation of the correct behavior. Still, for
the upper states a nonphysical spinodal point remains; this
can be seen on the highest (red) curve when its dashed part
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FIG. 5. (Color online) A direct quantitative look at the shape of
states in the energy landscape of the fully connected three-spin
model. The energy of four different states is plotted as a function of
their entropy; we plot s/2 and —s/2 such that the width corresponds
to the entropy. The shapes of the curves show how the valleys look
in the energy landscape. The outermost curve (blue) is the total
equilibrium energy versus entropy. The four inside red curves cor-
respond to different states that are at equilibrium at temperatures
7,=0.6815,0.67,0.66,0.6513, and their equilibrium energy e, are
marked by horizontal (black) dotted lines. The highest bottom of
these states marks a lower bound on the best possible limiting en-
ergy for a slow annealing.

finishes and turns into dotted (green), we will describe in
Fig. 4 how the (green) dotted line was obtained. Obtaining
the FRSB is only a technical problem of solving the corre-
sponding equations as the mapping to the partly ferromag-
netic model, Eq. (52), is valid on any level of RSB.

Note that our results correspond well to the solution of the
dynamical equations in the spherical approximation, where
indeed the transition toward more steps of replica symmetry
breaking was observed:>’ we expect actually this behavior to
be quite universal and to be observed in any spin-glass
model with an 1RSB equilibrium solution.

One comment is in order here. The reader familiar with
the phenomenology of the p-spin model will certainly find
many similarities between our results and the one advocated
in Ref. 65. In that work, the authors considered, like us, the
states that are at higher free energies than the equilibrium
ones for a given temperature 7, and found that at high ener-
gies these states are always unstable toward RSB, just as we
see in Sec. VG 2. Later on Crisanti et al.® clarified the
nature of these high metastable states. There is, however, a
major difference between our works: in Refs. 65 and 66 the
authors were looking at the typical excited states at a given
free energy f and temperature 7, that is, at the most numer-
ous ones. In our present work we instead concentrate on
following the states that were typical at a given temperature.
The point is that as soon as the temperature is changed, these
states become out of equilibrium and not typical. If one
wants to focus on the states that are the most important ones
for the free-energy landscape, it is necessary to consider their
basins of attraction, as we do, and this is why we have de-
veloped the following state method in the first place. We will
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FIG. 6. (Color online) Explicit demonstration of the presence of temperature chaos below the Kauzmann temperature in the fully
connected three-spin model. Left: the energy as a function of temperature for states below the Kauzmann transition: the four curves
correspond to temperatures 7,=0.4,0.5,0.6,0.6513. Right: the crossing of free energies of different states as a function of temperature. The
lower envelope (blue) is the equilibrium free energy: it results from the crossings of many states; here we show three such states that are the
equilibrium ones at temperatures 7,=0.4,0.55,0.65. Inset: to make the crossing more evident, we plot the difference between the free energy

of these three different states and the equilibrium free energy.

come back on this point when we will discuss the isocom-
plexity approach in Sec. VI C.

Figure 5 presents the same data as Fig. 4 in a different
perspective. It is a sort of direct look at the shape of states in
the energy landscape. The y axis is still the energy, the x axis
depicts the size (entropy) of the state. More precisely we plot
a line at —s/2 and s/2. The blue (outermost) line is the en-
tropy of the equilibrium (static) solution. The four upper red
lines correspond to different Gibbs states. The horizontal
dashed lines depict energy at which these states are the equi-
librium Gibbs states. Note that according to the laws of ther-
modynamics the derivative of the energy at the minima have
to be zero, whereas Fig. 5 shows a slight nonphysical cusp.
This is dues to the IRSB approximation that underestimates
the entropy, the FRSB solution would have the correct de-
rivative.

. Nishimori line
1} PARA T T=1RY) [ ]
08 | 1
Ty
06 f T 1 ]
- K
1RSB
04t
Ts spin.(1RSB)
02 Ff
FULL RSB ‘
O 1 1 1 : 1
0 0.2 0.4 0.6 0.8 1
(a) Jo

E. Below the Kauzmann transition: Level crossings and
temperature chaos

We now turn to the description of static spin-glass phase,
T<Tg. Figure 6 uses equations derived in Sec. V C and
depicts the evolution of states that are at equilibrium below
Tk. Figure 6 left gives the energy as a function of tempera-
ture for three states that are at equilibrium (marked by red
points) at some temperature T, <Tx. In Fig. 6 right, we plot
the free energy of these states as a function of temperature,
the lower envelope of the free energies of all the states is
then the equilibrium free energy. In order to enhance the
differences, in the inset, we subtracted the equilibrium free
energy from the free energies of the three states.

These plots clearly show that, although a finite number of
states dominates the partition sum (which is the very

FERRO

0.8 r |
Nishimori line
'_
T
MIXED spin. i
(1hsp) | FULLRSB

0 S 7 amsey i T

0.56 058 06 0.62 0.64 066 0.68 0.7 0.72 0.74
i T=1/(2Jp)

FIG. 7. (Color online) The phase diagram of the fully connected three-spin model with a ferromagnetic bias (left), or equivalently, the
phase diagram in function of the two temperatures 7, and 7, in the state following formalism. True phase transitions are marked by thick
lines while spinodals and the Nishimori lines are drawn thin and dashed. The two phase diagrams are given to highlight how the physics of
states following can be understood intuitively from the ferromagnetically biased model. Note that the line denoting the transition from spin
glass to ferromagnet (computed at the IRSB level) is almost but not completely straight.
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definition of the glass phase below Tk), these states become
out of equilibrium as soon as the temperature is slightly
changed. Even though for all T<Ty the partition sum is
dominated by a finite number of state: these states change
entirely when the temperature is slightly modified. This is the
phenomenon of temperature chaos that appears due to free
energy levels crossing.

Temperature chaos has been discussed extensively in spin
glasses, see, for instance,%’~’! it is crucial in the interpreta-
tion of memory and rejuvenation experiments.”>”* Its exis-
tence was a subject of debates, as its absence was advocated
in many papers,’*~7 as well as its presence.”’8" Our results
allow to finally clearly demonstrate that temperature chaos is
present in the Ising fully connected p-spin models, and that it
arises through many level crossings, as advocated in Refs. 6
and 8.

F. Phase diagram of evolving states and the mapping to a
ferromagnetic p-spin model

As we derived in Secs. III F and V B, all the physics of
the adiabatic evolution of equilibrium states above the Kauz-
mann temperature for the Jy=0 p-spin model can be induced
from the known, see, e.g., Refs. 56 and 57, phase diagram of
the J,# 0 p-spin model. We will now discuss the phase dia-
gram in the context of results given in Figs. 4 and 5. Figure
7 shows two drawings of the same phase diagram, the y axis
in both is the actual temperature. The x axis on the left is the
standard ferromagnetic bias J, on the right the x axis is the
associated equilibrium temperature T,=J?/(2J,) (in both fig-
ures we took J=1). The red (dashed) line in both parts is
T,=T,=J?/(2J,), on the left this is the Nishimori line, on the
right this is the equilibrium line. The task is to follow states
that are the equilibrium ones on this line for 7,=T%. The
horizontal black lines depict the location of the dynamical,
Kauzmann and Gardner temperatures for 7,.

The phase diagram of the p-spin model with a ferromag-
netic bias Jj,, Fig. 7 left-hand side see also Refs. 56 and 57,
has five thermodynamic phases separated by thick lines in
the figure: the paramagnetic phase at high temperature
(PARA). The 1RSB spin-glass phase for low enough bias J
and 7<Ty that becomes a full RSB phase for T<T;. The
ferromagnetic phase (FERRO) for J,, large enough and T
< T that becomes a mixed phase with both ferromagnetic
and full RSB order (MIXED) for T<Tprsp mixed- At low
enough J, the system is a spin glass with an ergodicity
breaking transition at 7,; and then the Kauzmann and Gard-
ner phase transitions at Tk and Tg. At larger J,, the system
undergoes a first-order ferromagnetic transition at 7. The
ferromagnetic state is thermodynamically stable starting
from the spinodal temperature 7,> T, at Ty it becomes ther-
modynamically dominant. Below the pink line, Tgrsp mixeds
the replica symmetric solution describing the ferromagnetic
state ceases to be stable toward RSB and the system transits
into the FRSB mixed phase. The mixed phase has some un-
physical spinodals: below the light blue, spin.(RS), line there
is no nontrivial ferromagnetic RS solution. This is cured by
the IRSB approach, but only down to the green,
spin.(IRSB), line below which there is no nontrivial ferro-
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magnetic 1RSB solution. The correct spinodal should be a
vertical line in the FRSB computation. The Nishimori line is
the red dashed curve: notice how it crosses the ferromagnetic
transition exactly when Tp=Tg and the spinodal at 7,=T,.

The right-hand side of Fig. 7 depicts the same diagram as
a function of the equilibrium temperature 7,. Following a
state at equilibrium at temperature 7, to temperature 7, is
equivalent to looking to the ferromagnetic state on the Nishi-
mori line at 7,, and then moving vertically to other tempera-
tures T,. The vertical strip of temperatures Tx=7,=T, is
hence particularly relevant for state following. The (blue)
spinodal ferromagnetic line T thus corresponds to the high-
temperature spinodal line in state following (see Fig. 4). The
(pink) line Tprsp mixea COrresponds to the point where the
state divides into many substates and develop a (presumably)
full replica symmetry breaking. However, we are unable to
follow the state with the RS formalism below the light blue
line that corresponds to an unphysical spinodal. This is cured
in part by the 1RSB formalism, but the same problem arises
in this case below the green line, so that a FRSB solution is
eventually needed to describe the adiabatic evolution of
states at 7,=T,.

For T,<Ty [Jy>J?/(2Tk)] the phase diagram shows a
ferromagnetic phase which would correspond to following a
state that almost surely does not exist for a typical instance
of the problem. To follow states equilibrium below Ty the
mapping to a model with a ferromagnetic bias breaks.

Two comments are in order about the spinodal and the
ferromagnetic transition. Let us first discuss the spinodal,
which we believe to be vertical below 7,: the FRSB ferro-
magnetic solution in the mixed phase must exist up to the
vertical (blue) line. However, different levels of replica sym-
metry breaking have different unphysical spinodal lines be-
yond which no nontrivial ferromagnetic solution exist at the
corresponding RSB level (the blue spinodal for RS and green
for 1RSB are depicted). Such behavior is not unheard of: the
very same phenomena takes place in the study of the
Sherrington-Kirkpatrick model in external magnetic field®!
(that is, for p=2). There also the boundary of the mixed
phase is a vertical line in the FRSB solution but differs at all
finite levels of RSB.'>3? Similar features were observed in
the dilute mean-field spin glasses as well.3*# In the state
following method the lack of a ferromagnetic solution near
to the true FRSB spinodal translates into difficulty of obtain-
ing a sensible 1RSB upper bound on the low-temperature
adiabatic evolution of states with 7,=T,.

Let us now consider the ferromagnetic transition line Tx
below the Nishimori line. Nishimori proved® that the line
was either vertical or bending toward the ferromagnetic
phase, this is also apparent from the states following inter-
pretation. Although it might not be completely visible from
Fig. 7 (left), the analysis of the 1IRSB equations shows that
the line is bending slightly toward larger J, as T is lowered,
although the effect is very small (to the best of our knowl-
edge, this was an unknown feature of this phase diagram).
Interestingly, this has a clear interpretation in the states fol-
lowing formalism. At zero temperature, the energy of the
ferromagnetic state at Jy=1/(2Tk) is equal to the bottom
energy of the equilibrium state at 7. As discussed in Sec.
V E chaos and level crossings make these states to have a
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FIG. 8. (Color online) The replica symmetric free energy of a state at temperature 7, as a function of the distance m from an equilibrium
configuration at 7, in the three-spin fully connected model. The points indicate the minima corresponding to what the state following method
finds. Left: in this case 7,,=T,; a minimum starts to form around the equilibrium configuration for 7, <7,;=0.6815 while in the liquid phase
T,>T, no such minimum exists. Right: we now use 7, # T, (here T,=0.67) and we observe how the curves are evolving with 7,,. Upon
warming, the minimum happens at lower free energies and m is decaying, indicating that the state gets larger until finally a spinodal point
is reached and no more minimum exist; this is the moment where the state melts into the liquid. Upon cooling, we thus expect that both the
free energy and m increase. This is indeed the case but for low temperature (here 7,=0.46) we start to observe a nonmonotonous behavior
for m. Worse, if the temperature is again lowered (here 7,=0.4) the minimum disappears. These are nonphysical features and are clear signs

that replica symmetry must be broken for low temperatures.

larger energy than the true equilibrium one at 7<<Ty; as a
consequence, the ferromagnetic state at 7=0 and J,
=1/(2Tx) must have bottom energy larger than the ground-
state energy of the system, so that the ferromagnetic transi-
tion can only happen for larger values of J,. Interestingly
chaos disappears in the large p limit (as well as in the spheri-
cal approximation) and this is why this line is strictly straight
in the phase diagram of the random energy model* and in
the spherical p-spin model.?* Note that there had been a con-
siderable amount of efforts to discover this effect in finite-
dimensional spin glasses, see, for instance, Ref. 86 and it is
therefore interesting to observe it in mean-field models as
well.

G. Relation to the Franz-Parisi potential

The idea of exploring one of the many phases in glassy
mean-field systems is a very natural one and is therefore not
new. Our states following approach is actually related to the
one pioneered by Franz and Parisi years ago,>?%8738 which is
now commonly referred to as the Franz-Parisi potential.
Their idea was to study glassy systems in presence of an
attractive coupling among two real replicas, one of which
being at equilibrium. Looking to the free energy of the copy
when its overlap with an equilibrium configuration is tuned
allows to compute the local free-energy potential around this
equilibrium point.

What the states following method is actually doing is to
focus directly on the minimum of the Parisi-Franz potential,
thus bypassing the need of an attractive coupling and making
the formalism much simpler and applicable easily to the
models on sparse graphs. The Franz-Parisi potential can,
however, be obtained within the states following method if
we fix the overlap between the state at temperature 7, and

T,. The purpose of the present paragraph is to explain how to
do this in the p-spin model. The reason is twofold: (a) we
want to make the correspondence with the Franz-Parisi for-
malism and (b) looking at these free energies turns out to be
extremely instructive to understand the unphysical spinodal
points and related issues discussed in the previous section.

Conveniently enough, in our mapping to a model with an
effective ferromagnetic coupling J,, the magnetization pa-
rameter m, Eq. (40), is nothing else than the overlap of the
configuration under study and the planted one. This demon-
strates the usefulness of the above mapping. The free energy
at fixed magnetization of a p-spin model with a ferromag-
netic bias J;, at the temperature 7 is equal to the Franz-Parisi
potential for the spin-glass problem with temperature 7,
=J?/(2J,) and T,=T.

Fixing the magnetization, i.e., ensuring X;;,/N=m, is
done by introducing a Lagrange multiplier /# and writing the
partition function of the system with a fixed magnetization as
Z,,=Z,e” NP where Z,, is a partition function of the model
with an external magnetic field, i.e., with Hamiltonian H,,
=H-hX;s;. Once we compute the free energy of the model
with an external magnetic field f(h) the free energy of the
system with magnetization fixed to m is recovered via f(m)
=f(h)+hm. To fix a value m=m* we need to ensure that
df(h)/ dh|,~=—m"; the f(m) is thus a Legendre transform of
f(h).

This allows us to derive easily the Franz-Parisi potential
in the p-spin model. Actually, it also allows to obtain instan-
taneously all the (not straightforward) Franz-Parisi computa-
tions in the spherical and mixed spherical p-spin models just
by looking to the equilibrium free energy of the model with
a ferromagnetic bias. The reader is invited, for instance, to
compare the free energy in Ref. 85 with the Franz-Parisi
potential in Refs. 3 and 88.
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FIG. 9. (Color online) Left: comparison between the RS Franz-Parisi potential lower curve (red) and the IRSB one upper curve (blue).
The point marks the minima on the IRSB curve. Right: magnetization of the minima as a function of temperature 7,. Again the lower (red)
curve is the RS result, the upper (blue) curve is the IRSB result. The increasing or nonexisting part of the curve in unphysical, the size of

the unphysical region is much smaller in the 1RSB result.

1. Franz-Parisi potential at the replica symmetric level

At the RS level, the equations for the p-spin model with
an external field 4 become

m= f Dy tanh(B,Jy\pg" 12 + BJopm” ' + B,h),

—00

(65)

q= f Dy tanh*(BJy\pq” "12 + B Jopm"~" + B,h)

—o0

(66)

with Dy=dye™"2/\27r. The free energy is given by Eq. (42)
with B,k added in the argument of the cosh.

Note that when the free energy is nonconvex (as it is in
the present case), one has to be extremely careful in solving
these equations. Indeed if one simply chooses / once and for
all and simply performs a recursion of Egs. (65) and (66)
some values of m will never be obtained. A good method is
to first choose the desired value m” and then to fix the mag-
netic field & at each iteration such that Eq. (65) is satisfied.
This can be easily generalized in the RSB equation. In Fig.
8, we show the results of this procedure.

The left side of Fig. 8 shows the free energy of configu-
rations at a distance m from the planted one in the ferromag-
netically biased model; this is the Franz-Parisi potential. One
sees that for 7, > T,=0.6815 there is no minimum except the
trivial one at m=0; for 7,<7,=0.6815, however, a second
minimum appears with a finite value of the overlap: this is
precisely the one found in the states following approach,
which is only performing a gradient descent in this free en-
ergy starting from the point m=1, thus directly focusing on
the nontrivial minima of the free-energy potential.

The right-hand side of Fig. 8 shows the free energy of
configurations at a distance m from the planted one when the
temperature is different from the planted temperature. We

have used 7,=0.67 and we can see how the free energy of
the state changes with temperature. This is actually very in-
structive. When rising the temperature the free energy of the
state decreases (as a free energy should with temperature
because of the positivity of entropy) while the overlap m at
the minimum gets smaller: this is the sign that the state be-
comes larger. At even larger temperature, a spinodal point is
met and the minimum (as well as the state) stop to exist.
When decreasing the temperature, we expect that both the
free energy and m increase, as the state gets smaller and
deeper in the free-energy landscape. This is indeed the case
initially but for low temperatures (here T,=0.46) we start to
observe a nonmonotonous behavior for m. If the temperature
is further lowered (here T,,=0.4) the minimum disappears, as
we have seen in the previous section. These are nonphysical
features that show that the replica symmetric assumption is
incorrect and that we need to break the replica symmetry.

2. Franz-Parisi potential at the replica symmetry broken
level

To obtain the 1RSB approximation of the Franz-Parisi
potential we need to fix the parameter m in the 1RSB equa-
tions using again an auxiliary magnetic field /. The result for
T,=0.4 and T,=0.67 is shown in Fig. 9 left. The lower line
(red) is the replica symmetric result, the upper line (blue) is
the 1RSB result. The two curves differ in the RS unstable
zone on the left side of the plot. Unlike the unstable RS
result, the 1RSB Franz-Parisi potential has a secondary
physical minimum at about m=0.776. Moreover, as general
in replica theory, the 1RSB free energy is always larger than
the RS one.

Right part of Fig. 9 shows the dependence of the magne-
tization at the minimum as a function of temperature 7. The
state following method becomes studying the ferromagneti-
cally biased model, in ferromagnets magnetization usually
grows as the temperature decreases. Hence, the part where
m(T,) increases (or does not exist) is unphysical and will
disappear in the FRSB solution. We can see that the physical
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FIG. 10. (Color online) Representative behavior of states in diluted mean-field systems. Left: the XOR-SAT problem with K=3 and ¢
=3. Right: the XOR-SAT problem with K=3 and c=4. The value of energy here is the number of violated constraints per variable. The blue
line crossing the diagram is the equilibrium energy computed from the standard cavity method, Egs. (16)—(21). The vertical lines denote the
dynamical and Kauzmann temperatures. The red lines depict adiabatic evolution of states that are the equilibrium one at the temperature 7,
where the red curve crosses the blue one. The state evolution curves are obtained by solving Egs. (24)—(26) when T, =Ty and Egs. (32)—(37)
when T, < Ty (in the inset of the right-hand side). The dashed part of the red curves depicts the region of temperatures where the state is no
longer stable toward replica symmetry breaking and splits into many substates. The ends of the red curves at nonzero temperature correspond
to the nonphysical spinodal points beyond which Egs. (24)—(26) have only the trivial liquid solution.

region extends into lower temperatures 7, for the 1RSB re-
sult. We also observed that the 1RSB magnetization is sys-
tematically larger than the RS one.

The above findings suggest a method how to obtain a
lower bound on the energy of the state even at temperatures
where the 1RSB solution does not exist (the 1RSB Franz-
Parisi potential does not develop the secondary minima). At
such temperature 7, the magnetization at the real minima
(which we would observe in the FRSB result) have to be
larger than the maxima of magnetization m,, in the 1RSB
result over all 7,,.. As the FRSB free energy is larger that the
1RSB one the free energy at that minima have to be larger
than the 1RSB free energy at m,,. Using this receipt we can
thus obtain a lower bound on the free energy (and energy)
which is probably not far from the true result. This is how we
obtained the green dotted part in Fig. 4.

Note, however, that the above described construction of
the lower bound is not very elegant and requires the calcu-
lation of the full Franz-Parisi potential f(m). It is interesting
to see if a better approximation to the FRSB result can be
obtained using different techniques.

VI. SECOND APPLICATION: ENERGY LANDSCAPE IN
CONSTRAINT SATISFACTION PROBLEMS AND
DILUTED MODELS

We have discussed at length the various aspects of adia-
batic evolution of Gibbs states for the simple case of fully
connected p-spin model because many of those aspects re-
peat for the computationally more involved models on sparse
random graphs such as XOR-SAT or graph coloring. In this
section we present results for those two models.

A. Following states in diluted spin models

In Fig. 10 we plot the energy of states versus temperature
for the three-XOR-SAT problem with degree of variables ¢

=3 (left) and c=4 (right). The behavior is extremely similar
to the one of the fully connected model and the very same
features are observed: the spinodal upon heating, the transi-
tion toward symmetry breaking upon cooling, and the un-
physical spinodal. Note that these plots have been obtained
with the RS procedure and a first remark is that the RS com-
putation gives a more complete result than in the fully con-
nected case. Since equilibrium states do not develop the
Gardner instability, it is not surprising that the instability
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0.08 [ (c=3,K=3) Tq .
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FIG. 11. (Color online) Following states in the XOR-SAT prob-
lem with ¢=3 and K=3 with Monte Carlo simulations. On this
picture, we have reproduced the data of Fig. 10 with Monte Carlo
simulation (black and green crosses). We have prepared a large
XOR-SAT system at equilibrium for 7=0.25 and 7=0.22 and per-
formed slow cooling and heating with a Monte Carlo procedure:
when the dynamics is slow enough (we have changed the tempera-
ture only by a factor AT=10"% at each Monte Carlo step) the energy
in the simulation follows perfectly the predictions of the states fol-
lowing formalism. We have thus succeeded in predicting the adia-
batic evolution of the dynamics starting from equilibrium.
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FIG. 12. (Color online) State following for the four-coloring of
nine-regular random graphs. Equilibrium in blue, several states in
red. Unlike in the XOR-SAT problem, here the states descent very
fast to zero energies. Asterisk (green) represent the results of adia-
batic simulations starting from an equilibrated configuration on a
N=103 graph and then using the BP equations initialized in the
equilibrated configuration for different temperatures: the energy fol-
lows again the prediction of the states following formalism.

toward RSB is less strong in the out-of-equilibrium states as
well. However, we observed once again that the states at
equilibrium close to 7,; undergo a FRSB transition and de-
compose into many marginally stable substates: this seems to
be a universal features of spin glasses.

In order to check these results, we have performed the
following numerical simulation. We have first prepared two
large XOR-SAT system with ¢=3 and K=3 and N
=200 000 spins at equilibrium for temperature 7=0.22 and
T=0.25. Of course, since these temperatures are below the
dynamic transition, this would be an impossible task if we

0.03 .
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>
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o
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could not use the planting trick described in Sec. III E that
allows to prepare at virtually no computational cost a random
instance together with an equilibrated configuration. Then,
we have used a metropolis Monte Carlo algorithm initialized
in the planted configuration to follow the state upon slow
cooling and slow heating. As shown in Fig. 11, the results of
the simulation agree perfectly with the theoretical predic-
tions, including the location of the high-temperature spin-
odals. We have also tried to use the BP equations on a single
given graph initialized in the planted configuration instead of
using Monte Carlo simulation. As seen in Fig. 12, this also
yields a perfect agreement.

As already pointed out computing the limiting energy of
adiabatic simulated annealing corresponds to the zero tem-
perature 7,=0 energy of a typical state with 7,=T,, and this
requires to consider replica symmetry breaking within the
states. At least the 1RSB computation plus the analysis sug-
gested in Sec. V G 2 is needed to compute lower bounds on
the energy achieved by the infinitely slow annealing. This is
numerically involved and we will thus address it in subse-
quent works. Another way of accessing this energy value
would be to solve the dynamical equations,?®3%-! which at
current time seems to be even much harder task. Despite
these limitations, a very useful insight about the energy land-
scape and limitations of simulated annealing and other sto-
chastic local search algorithms can be obtained from the re-
sults that we already have from the states following method,
as we explain in the next section.

B. Canyon versus valleys

Let us turn our attention to Fig. 12. It depicts in the same
manner as before the evolution of states for the four-coloring
of nine-regular random graphs. Unlike in the examples in
Fig. 10 we see that all depicted states fall very fast down to
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[
[0}
0.005 \ / ]
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FIG. 13. (Color online) Data from Figs. 10 and 12 plotted in order to visualize the energy landscape. The energy e is plotted against the
entropy s=f,(e—f) for different equilibrium states. We plotted s(e)/2 and —s(e)/2 such that the width corresponds to the logarithm of the
number of configurations at energy e for the Gibbs state. Left: XOR-SAT with ¢=3 and K=3. Right: four coloring of random graphs with
¢=9. The black curve corresponds to the equilibrium total entropy. The red curves are different equilibrium states, corresponding to 7,
=0.15,0.2,0.24 (left) and T,=0.12 (right), the energies corresponding to T, are depicted by horizontal black dashed lines. The left-side
states, with their finite-energy bottoms, remind us of the valleys in Fig. 1 while the right side reminds of deep canyons that all reach the
ground-state energy level. Note that our distinction between canyons and valleys is purely energetic, both canyons and valleys can have both

Zero or positive bottom entropy.
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zero energy. Again due to RSB instabilities, so far, we are not
able to show explicitly that the state with 7,=T,; goes down
to zero energy. But in any case we see that the asymptotic
behavior at zero temperature is rather different.

In order to be precise, we now distinguish between two
types of states:

(a) canyons are states with bottoms at the ground-state
energy.

(b) Valleys are states with bottoms strictly above the
ground-state energy.

By definition, there is at least one canyon state in every
system. The definition is rather intuitive when looking to the
cartoon of the energy landscape in Fig. 1. The difference
between canyons and valleys is accentuated in Fig. 13 where
data from Figs. 10 and 12 are plotted in order to visualize the
shape of the states. The energy is plotted against the entropy
s=pB,(e—f) for different equilibrium states. We plotted
s(e)/2 and —s(e)/2 such that the width corresponds to the
logarithm of the number of configurations at energy e for the
Gibbs state. The left-hand size is for the ¢=3 three-XOR-
SAT, right-hand side for four-coloring of nine-regular ran-
dom graphs. The black (the outermost) curve corresponds to
the equilibrium energy and entropy. The different red curves
are shapes of states equilibrium at energy e, depicted by the
horizontal dashed lines. The bottoms of depicted states on
the left are at positive energy hence these states are valleys,
whereas the bottom of the state depicted on the right is at
zero energy, this is hence a canyon.

Based on the distinction between canyon states and valley
states, we now describe two distinct types of energy land-
scape, depending on the basin of attraction of states at the
dynamical transition 7,=T:

(a) in the canyons-dominated landscape, a typical equilib-
rium state at 7,=7 is a canyon.

(b) In the valleys-dominated landscape those states are
valleys.

In the previous examples, the cases of the XOR-SAT
problem we showed have valleys dominated landscape and
the coloring example is canyons dominated. This has a deep
algorithmic consequence: an adiabatically slow simulated
annealing is able to find the ground state in the canyons-
dominated landscape but this is not the case for the valleys-
dominated landscape. In constraint satisfaction problems
where one can change continuously the connectivity, we thus
expect that there will be a sharp transition c,, from the
canyons-dominated landscape to the valleys-dominated land-
scape as the density of constraints is increased. This phase
transition must happen between the clustering and satisfiabil-
ity threshold, c,=c.,=c,., We will now argue that the
canyons/valleys transition c, is upper bounded by the rigid-
ity transition introduced in Refs. 41 and 49.

C. Warning propagation limit and the bottoms of states

It is possible to derive analytical equations for the energy
of the bottoms of equilibrium states, i.e., in the zero-
temperature limit, 8,—cc. This is simply the limit of Eq.
(24) that takes a simpler closed form when T,=0. Here we
present these equations and their derivation for the XOR-
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SAT problem. We also derived corresponding equations for
the graph coloring.

We consider for simplicity that degree of every variable in
the XOR-SAT problem is fixed to ¢ and all interactions are
antiferromagnetic J,=—1. For our purpose it is convenient to
rewrite Eq. (24) in terms of probability & that a constraint is
violated in the planted configuration, Eq. (15),

1
Ps(l/f) = 2](_22 [(1 - 6)6l,s+2 s;
s i

K-1 c-1

L1 ITap, () sly— FLW)1,

+ 650,s+2 si]
i i=1 j=1

(67)

where the sums in the Kronecker deltas are modulo 2 and
F{4/}) is defined by the BP Eq. (6) at zero temperature 3,
— o, In this limit we can write the warning propagation ver-
sion of Eq. (67) which can be solved without the use of
population dynamics.

Let us introduce the following probabilities: (a) w is a
probability that a given constraint is forcing variable into a
value in which it was planted (warning from a to i). (b) 7 is
a probability that a given constraint is forcing variable into a
value in which it was not planted (warning from a to i). (c) &
is a probability that a variable is being forced into a value
into which it was planted (warning from i to a). (d) 7 is a
probability that a variable is being forced into a value into
which it was not planted (warning from i to a).

The following equations are then linking the above prob-
abilities:

c=2/2 c-1-2s (C— 1)‘
7= . S+r s 1-
H z) — S!(}”+S)!(C—1—r—2S)!M ASES
_ ,r])(c—l—r—2s), (68)
c=2/2 c-1-2s
(c=1)! "
~= s T 1_
7 z) _1 s!(r+s)!(c—1—r—2s)!'u 77— p
_ n)(c—l—r—Zs)’ (69)
and
K-1/2
(K-1)!
=(1- v 7t =K-1-2rz2r
p=l-9 % onk—1-am”® T
K=2/2
(K-1)! K-2-2 +1
+ a g, (70
f% Qr+ DIK—2-271" 7L (10)
K-2/2
7= (1 _ E) E (K_ 1)' ~K—2—2r,}72r+1

“~ Qr+ DI(K-2-2"

K-1/2

ieS (K-1)!

v 77t =K-1-2rz2r
2 ook—1a T (71)

Sanity check is that the above equations give w=[1-(1
— )" '1% 1 and =0 when €=0, this is the equation for ap-
pearance of the hard fields derived in Ref. 49.
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FIG. 14. (Color online) Comparison between the exact adiabatic evolution of states and the isocomplexity lower bound. The black line
is the energy of the bottoms of states that were the equilibrium ones at temperature Ty =T,=T, in XOR-SAT for ¢=3 and K=3 (left, the
inset is a zoom) and for c=4 and K=3 (right). The red (uppermost) line is the equilibrium energy at 7,. The blue line is the isocomplexity

lower bound from Ref. 5.
The corresponding energy is expressed as
c/2

E=2rP;s(r) - c(1 - UK)P,,

r=1

(72)

where P;,;(r) is the probability that r contradictions hap-
pened when a variable i and all its neighbors are added. And
P, is the probability that a contradiction happened when the
constraint a was added. We have

K-1/2

K!
Py=(1-¢ EO @2r+DIK-1-2n)!

ﬂK—1—2r7~72r+l

K2

K!
+eX

- UK =-2r)!

s (73)

TABLE I. Largest values of € with a nontrivial solution of Egs.
(68) and (71) in the XOR-SAT problem on regular hypergraph with
K-body interactions. This gives lower bounds to the largest possible
values of the noise in the noisy reconstruction on trees.

K c € i )73

3 3 0.01665(1) 0.088265 0.571804
3 4 0.05184(1) 0.094346 0.886841
3 5 0.09558(1) 0.128800 0.723037
4 3 0.00656(1) 0.011682 0.907334
4 4 0.03179(1) 0.059680 0.933018
4 5 0.06673(1) 0.087771 0.794195
4 6 0.08815(1) 0.123228 0.857183
5 3 0.00349(1) 0.006069 0.936580
5 4 0.02298(1) 0.043819 0.952231
5 5 0.05259(1) 0.068310 0.830129

c-2r

Pi+ai(") = E

o rr+s)lc—s-2r)!

c!

Mr+s 77)’(1 - - n)(c—s—Zr)

c-2r
c!

+ r o rts 1_
0 r!(r+s)!(c—s—2r)!'u77 (-
c!

c—s=2r)
rlri(c—2r)!

W (1= =),

(74)

— 7])(

The solution of these equations is depicted in Fig. 14 by a
black line. Because of the relaxation within the state, the
bottom is significantly lower than the equilibrium energy
(red line).

Let us compare the state following result with an interest-
ing heuristic idea to estimate the bottoms of states that was
developed in Ref. 5 (see also Ref. 3). It uses an approach
called isocomplexity. Instead of exactly following the states,
the authors proposed instead to count the number of states at
a given temperature 7,, and then to consider the energies at
T<T, for which the number of state is equal to the one at 7.
Isocomplexity leads, however, only to a lower bound, be-
cause ending up at lower energies would be exponentially
improbable. We see in Fig. 14 that indeed the true bottom is
always at larger energy than given by the isocomplexity
computation of Ref. 5.

Note also that above certain temperature 7, the equations
do not have any nontrivial solution, this corresponds again to
the nonphysical spinodal point that is observed in Fig. 10.
The physical reason for this is that the states are unstable
against RSB and that we should have used the RSB formal-
ism. The noise level e corresponding to this spinodal point is
summarized in Table I.

D. Where the really hard problems really are?

We shall now argue that the canyons/valleys transition ¢,
is upper bounded by the rigidity transition.*’*’ In the limit
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FIG. 15. (Color online) Iteration of belief propagation in the
four-coloring problem of graph with average Poissonian degree ¢
=8.4. The average magnetization of BP messages is plotted versus
the number of iterations. When initialized in the equilibrium solu-
tion (obtained by planting), BP converge to the nontrivial magneti-
zation, in agreement with the cavity prediction. On the very same
graph, when initialized in a solution obtain by Walk-Col, it, how-
ever, converges to the trivial fixed point. This shows solutions
found by heuristic solver are very different from the equilibrium
ones, and instead belong to clusters that do not have an associated
BP fixed point, as expected from the picture obtained by the fol-
lowing state method.

T,—0 (e—0), the equations for the bottom energy of the
states, Egs. (68)—(71), reduce to the equations for frozen
variables in the equilibrium zero-temperature states from
Refs. 41 and 49.

In the same limit the bottom of a low T, state, Eq. (72), is
positive if there are frozen variables in the ground state 7,
=0. Also in order to have a nontrivial (i.e., E>0) solution at
finite 7,, we need a nontrivial solution at 7,=0: hence if
there are no frozen variables in the ground state then Egs.
(68)—(71) have only the trivial paramagnetic solution for low
T, which means that either the bottoms of low T, states are at
zero energy or that we encountered again the previously dis-
cussed instability that prevents us to follow some states
down to zero temperature using only the replica symmetric
approach. On the other hand, when there are frozen variables
in the equilibrium state at zero temperature the landscape is
always valleys dominated and simulated annealing (and pre-
sumably any simple algorithm with local moves) will not be
able to find the ground state: these correspond to truly diffi-
cult problems.

The instability toward RSB unfortunately prevents us
from showing explicitly that the canyons-valleys transition is
strictly larger than the dynamical transition (in the model
such as K-SAT or graph coloring where the later does not
coincide with the rigidity transition). However, it is reason-
able to expect this is the case and indeed the behavior of
simulated annealing observed in simulations confirms this.*?
The existence of a phase with canyon-dominated landscape
thus explains the unreasonable efficiency of some stochastic
local search algorithms.*°? The really hard problem requires
the landscape not only to be glassy but also not to have states
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going down to zero energy with a large basins of attraction,
i.e., to have a valleys-dominated energy landscape.

Our analysis also provides an insight about the types of
solutions that are achieved by simulated annealing or sto-
chastic local search. Those solutions are clearly not equilib-
rium ones and instead belong to the bottoms of states that
undergo full-step replica symmetry breaking at low tempera-
tures. The existence of the above-discussed spinodal line
means that there is no low-temperature belief propagation
fixed point associated to these states. This was indeed ob-
served numerically in previous works*'93%*_when BP is
initialized in a solution found by some heuristic algorithm it
always converges back to the replica symmetric fixed point.
The procedure called whitening*'*>% never finds a non-
trivial fixed point either when initialized in solutions found
by survey propagation or other heuristics.

Our results explicitly explain why solutions found by
polynomial heuristics have quite different properties from
the equilibrium solutions that are usually described by the
cavity method. This shows how futile are the attempts to
study clustering, BP fixed points, and other equilibrium pre-
dictions starting from solutions obtained by heuristics solv-
ers. Instead exhaustive search, planting techniques, or other
provably equilibrium procedures have to be used if one
wants to consider equilibrium configurations.

In order to illustrate this we created an instance of the
coloring problem using the quiet planting procedure and ran
belief propagation initialized both in the planted configura-
tion, and then in a solution found by the Walk-Col algorithm
introduced in Ref. 41. Figure 15 shows how the magnetiza-
tion evolves with the number of iterations. BP initialized in
the planted configuration converges to a nontrivial fixed
point at a value of magnetization that describes the width of
the corresponding equilibrium states, which is perfectly in
agreement with the cavity prediction.*! However, BP initial-
ized in the Walk-Col solution converges to a trivial fixed
point after an intermediate plateau corresponding to flatten-
ing of the underlying potential. The potential does, however,
not have a minimum hence BP ends up in the trivial fixed
point.”® This plateau corresponds to the deep minima found
in experiments with whitening procedure, when the number
of changes is plotted as a function of the number of
interactions.”>? The same behavior is observed in the en-
tropy at a certain distance from a solution investigated in
Refs. 93 and 100, which is the Franz-Parisi potential at zero
temperature. This show unambiguously that many types of
solutions exist in these problems, and that one should not
confuse the equilibrium thermodynamic solutions of the
standard cavity approach, with the out-of-equilibrium solu-
tions, that should be studied with the formalism we have
introduced here.

VII. CONCLUSIONS AND DISCUSSION

We have described how to follow adiabatically Gibbs
states in glassy mean-field models, answered some long-
standing questions about the glassy energy landscape, and
we have computed the residual energy after an adiabatically
slow annealing from equilibrium. We have described the be-
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havior of out-of-equilibrium states and demonstrated the
presence of temperature chaos in these mean-field models.
We have found interesting features of the energy landscape
and identified a transition from a canyons-dominated land-
scape to a valleys-dominated one that allows to quantita-
tively understand why ground-state configurations are some-
times easy to find despite the presence of a glass transition.
We have also shown that these out-of-equilibrium ground
states have different properties than the equilibrium ones,
thus explaining many apparent discrepancies between theory
and simulations in the literature. Finally, we have also
checked some of these results using Monte Carlo simula-
tions.

On the methodological side of our work, the states follow-
ing method we have developed has interesting connections to
the reconstruction on trees and it is also closely related to the
Franz-Parisi potential. In some models, it can be reinter-
preted via the planting of an equilibrium configuration,
which is, in particular, useful for speeding up simulations
and we shall pursue on this aspect in forecoming works. A
curious and interesting connection between the properties of
the glassy systems and ferromagnets on the Nishimori line is
found and its consequences for the physics of the glass tran-
sition will be also explored in subsequent works.

The method of states following has, however, one draw-
back that arises due to the instability of states toward full-
step replica symmetry breaking at lower temperatures. Usu-
ally in such a situation a RS or 1RSB approach can be used
as a sensible and very accurate approximation. However, we
found ourselves here in the rather particular situation where
there is no nonparamagnetic RS or 1RSB solution for states
with T, close to T, at low T, (as illustrated in Fig. 4), in a
region where we anticipate FRSB to be the correct solution.
Since it is not known how to obtain the FRSB solution in the
diluted systems, this prevents us from computing concrete
values of limiting energies for adiabatic simulated annealing
initialized at high temperatures. Clearly this calls for new
investigations and for new ways to approximate the FRSB
solution. We have suggested one such approximation that
gives a sensible solution even in this region in Sec. V.G 2
but it is still a computationally costly one. A simpler ap-
proach thus needs to be developed. It would be, for instance,
worth investigating if the supersymmetry broken cavity
method (or the so-called two groups ansatz) (Refs. 101-103)
could provide a nontrivial solution in the regions where the
standard cavity method does not. The gap in the 2 (s) (how
many states of a given size are present) in the coloring prob-
lem reported in Ref. 41 might perhaps be related to the in-
stability observed in the present paper.

The formalism of adiabatic evolution of states in tempera-
ture should extend straightforwardly when other external pa-
rameters are changed adiabatically. It would be interesting to
see if one can take as the adiabatic external parameter the
density of constraints (or average degree of the graph) one
study the connectivity landscape introduced in Refs. 63 and
104. Our work offers extensions in many other directions, as
detailed description of the complex energy landscape is im-
mensely useful in understanding properties of complex
glassy materials. Among possible applications are the studies
of memory and rejuvenation protocols,'”®> of jammed
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packings'? and of the quantum adiabatic algorithm.!%6-107
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APPENDIX A: THE LARGE CONNECTIVITY LIMIT OF
THE CAVITY EQUATIONS

The solution of the fully connected p-spin model was
originally derived from the replica trick.'%36-3° The cavity
approach was developed later on as an alternative to the rep-
lica trick and the p=2 solution recovered in this way.%> In
this appendix, we remind how this computation generalizes
and how the large connectivity limit of the cavity equations
yields the RS and IRSB solutions of the fully connected
p-spin model. This should facilitate understanding of our
derivation of the equations for states following in the main
text.

1. Replica symmetric solution

To achieve our goal, it is first suitable to rewrite Eq. (4) in
terms of cavity fields 4~ and biases u”~' defined as

. B
i—a _ — Al

Xs =3 cosh B (Al

i eﬁubﬁ’vs
P A— A2
,’b‘l‘] 2 cosh Bub~" (42

it gives
hiﬂaz 2 ubﬂl” (A3)
bedi\a

tanh(Bu’~%) = tanh(BJ,) [ tanh(BR/ ).  (A4)

jedb\i

At this point, the recursion can thus be written in terms of the
local fields 2"~ as

11’9“:l > arctanh[tanh(ﬁ]b) II tanh(Br—")|.

bedi\a jeab\i

(A5)

In the fully connected p-spin problem every spin is in-
volved in (Z:})~NP‘1/ (p—1)! interactions, and each of
these interactions J,, is small, of O(N'~?). Equation (A5) can
thus be rewritten introducing a new message m' ¢
=tanh(Bh'~%) as

m““=tanh(,8 > 511 m"*b) =xi =X
bedi\a jedb\i

(A6)
At this point one realizes that the argument of the tanh is a
sum of many terms. In the replica symmetric approximation
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these terms are considered independent and thus according to
the central limit theorem the sum is distributed as a Gaussian
variable. We denote m={(m'%) the mean (first moment) of
m™% and g=((m'—%?) its second moment. Then the mean
(first moment) of the sum in the argument of the tanh is u
=BJopmP~" and its variance o= 8°J’pg”~'/2. Using the mean
and variance we can write m=fe‘(z‘“)2/ 29 tanh zdz/ v‘%
and g= e‘(z“’“)z/ 29) tanh? zdz/ v’%’, which after a substitu-
tion gives the usual form of the replica symmetric equation
for the p-spin model, Egs. (40) and (41), obtained in Ref. 37,

2. Free energy calculation

In the cavity formalism the RS free energy reads

—BF =X log Z* — (p—1)> log Z°, (A7)
where the free-energy shifts are
=2 I ey 11 X (a9)
si bedisis; jeani
AR U] | P (A9)

5j jeada

Let us now take the fully connected limit. The link term is
(we write only the terms with J, and Jf, as the rest in negli-
gible)

1 .
VAEDS (1 + B, 11 s;+ —/BZJZ) IT x
8j jeda 2 jeda /

1 .
=1 +5,82J§+/3]a1_[ mi—, (A10)

jeda
Hence,

1 ,
2logZ'=2, (5/3%2 + Bl 1L me

a jeda

- %ﬂzfi I1 [mf'ﬂ]2>

jeda

1 1
=—B%) + BImP — = B*Jq". (A11)
4 4

The site term is a bit trickier. It is useful to remind the

following relations:

i 1t sm' _l+stanh B ia B P s
s 2 2 2 cosh(Bh9)"
(A12)
The site term can then be rewritten as
B sid =t

Zi+(7i:2 H 2 eBlpsi 1L s; e

jeani’ e
s; bedisiy Hjeﬁh\iZ cosh Bh/ "

(A13)

Using trigonometric relation
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> ePli L siePE s = cosh Bs; [ 2 cosh pr/="

J
Sjti jedb\i

+sinh BJ,s; ] 2 sinh gr/ ="

jedni
(A14)
and odd/even properties of the sinh/cosh functions we have
i+
1+s;tanh BJ, || tanh gh/—?
= E IT | 2 cosh BJ, s
s; bedi 2

(A15)

Using relations (A4) and (A12) we get a useful form of the
site term

Zri=2 cosh(ﬁ > ub_’i> 11

bedi peai cosh Bu

cosh BJ,
b—i"

(A16)

Only now we start developing the large connectivity limit
in which interactions strengths are infinitesimal. Writing the
site term in terms of messages m”~/ and expanding hyper-
bolic functions in the leading order we get

Zi+(7i

=2cosh< S s, 10 w%) I cosh BJ,

bedi  jedhi bedi cosh(ﬁ]bl_[jE i m )

(A17)
. B,
=2 cosh(E BJ, H m]_’b)H 1+—2
bedi jeab\i bedi 2
2J2 4
BB iy (AL8)
2 jeab\i

so that the site contribution to the free energy is

- Bfitii= f Dy log 2 cosh(BJy\pg"~ /12 + BJopmP~")

2 12
+ Mu -¢""). (A19)

Adding both terms together we get the replica symmetric
free-energy density of the fully connected p-spin model,

~ B =3B P~ g~ Blp~ D + LB

1 ——
- A—t,Bszpqp_1 + f Dy log 2 cosh(BJyvVpg’~'/2

+ Blopm?™"). (A20)

3. 1RSB solution

To derive the infinite connectivity limit of the 1RSB cav-
ity equations we define the mean and overlap parameters
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f dP(m'=)Z({m'"=}. p)'m' ™

= f DQ(P)
f dP(m' =" Z({m" =}, B)*
= ((m")p)g. (A21)
f dP(m=)Z({m" "}, By (m'—*)?
q.= f DO(P)
f dP(m')Z({m" "}, B)*
= <<(miﬁa)2>P>Q’ (A22)
JdP(ml*?a)Z({mlﬂd},B)xmlﬂa
qdo= f DQO(P )
J dP(m'™)Z({m"~}, B)*
=m0, (A23)

where the average over P is over the different states and
average over Q is over the different edges in the graph. The
message m'~“ is computed from the incoming messages ac-
cording to Eq. (A6). The distribution P(m'~%) follows

P(mi_w) — %J H P(mj_'b)Zi_’a[(mi_’”),B]X5{mi_'a
J
- '), 81},

where the equations for m'~“=tanh(8X) are as in Eq. (A6),
where

(A24)

X= E Jb ]__[ m’gb.

bedi\a jedb\i

(A25)

Note that the reweighting factor equals the site term, Eq.
(A18), but only the part cosh(BX) is relevant, as the rest can
be written as

/=04 _

s gAA1-
eb edi b jeab\i

FPPA=D (A26)
which is self-averaging and does not depend on the integra-
tion variables so it always cancels out as the reweighting
appears in both the numerator and denominator.

The term X involves the sum random variables and it thus
follows a bivariate Gaussian distribution that can be charac-

terized by computing,

p={Xp)g=Jopm"", (A27)
0 = (O~ (=150 (A28)
00 = (0P~ (X =Poaf™.  (A29)

At this point we are able to realize that the average over
states (-)p can we written as an Gaussian integral of tanh X
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where the mean of X over states (X)p and the variance o
=(X?)p— (X)P The average over the graph (-), is also an
average over a Gaussian variable with mean ((X)p)o=pu and
variance op={((X) P>Q ((X)P>2 Finally, (0)p=0-0y. All
that gives averaged mﬁmte connectivity 1RSB Egs.
(44)—(46). The parameter ¢; is the average self-overlap and
qo the average overlap between states.

APPENDIX B: COMPUTING THE FRANZ-PARISI
POTENTIAL IN DILUTED MODELS

We described the connection between the states following
method and the Franz-Parisi potential. For completeness in
this appendix, we give the equations according to which the
Franz-Parisi potential is computed in the diluted (sparse)
models.

The Franz-Parisi potential is the free energy f(g) of the
system at temperature B, depend on the overlap g with an
equilibrium configuration {o;} at temperature 3,. In order to
fix the overlap ¢ we introduce a local uniform field # in the
direction of the equilibrium configuration. Our goal is then to
compute

2 f(h{apePetiod
{(r
h , .
e > Ao (B1)
{0','}
Pl i) =S BB sy, )
{»V,'}
The Franz-Parisi potential is then
af(h)
f(q) = f(h) + hq, 7:_61. 53

To obtain the value of f(g) we need to solve equations simi-
lar to Eq. (27) where the field 4 is taken into account

K-1

[T 11

i=1 j=1

DoP (PP Prs(h) = 2, Q(J){z}) q{1p)
J 1

X[dPrs(¥) ]l - F{y'}, B,)]

K-1 I;
XE eJﬁEUHiUiM
{oi} Z({W'}sﬂe)
K-1 I

IT T (ay P (ol dy

i=1 j=1

_]:{Wi}sﬁas{o.i}sh)]' (B4)
where
eﬁaJsHs K-1 I
F i ,Bolobh) =, eBahZiojsi
() Bododh) = = %Z(W}Ba T{]Hw
(BS)

The free energy f(h) is computed from the fixed point of Eq.
(B4) as
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- Bf(h)=a> Q(J)% q({1})
J ]

K
I«
e‘lﬂen i =1 ]l:l

{‘Ti} ’ Za+('/a({ l;_bji}’ Be)

i=1 j=1

1
-2 0-1) | IT[dPes(9)]
1 i=1
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K
IT I1 [ay/iPrs(d] - FU3. 81, (B6)

i=1 ji=1

T IT [ayPli (wllog Z# (). B {0, )

!
20’ eBeU-H JI[O’ 1

i=1

— [/ Po(/)Nog Z({Y/}. Bon0r ) (B7)
Zl({l//}’ Be) i=1
with the h-dependent partition function contributions being equal to
K
2 () Bufodh) = 25 Pl e o T 11 o, (BS)
{s;} =1 j=1 '

!
Z({ Y} Booih) = 2 Pl [ ). (B9)

s i=1

The overlap is obtained by derivative with respect to & according to Eq. (B3). The nonconvex parts of f(g) are computed by
iteratively choosing a new value of / that gives the expected values of the overlap ¢ in the same manner as total magnetization

was fixed in Refs. 108 and 109.

Note that the states following method developed in this paper corresponds to the Franz-Parisi potential at =0 initialized in
the equilibrium configuration. In other words the states following is looking directly at the minimum of the Franz-Parisi

potential that corresponds to the Gibbs state at temperature f3,,.
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