
Probabilistic method for combining internal

migration data
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Abstract

In order to fully understand the causes and consequences of population

movements, researchers and policy makers require timely and consistent

data. Migration data are commonly obtained from censuses, registers or

surveys. Each of these data sources can vary in their measurement of

accuracy, coverage of population, undercount and definitions of a migra-

tion event. This paper proposes a Bayesian probabilistic methodology to

harmonize migration data from different sources. In particular, we build

a hierarchical model for combining migration data sources in the USA

between 1980 and 2016. The model allows for estimates of true migration

flows that explicitly compensates for the inadequacies in each data source

and provides one-step ahead forecasts of bilateral migration patterns.

Keywords— Migration forecasting, Combining data, Bayesian, USA, In-
ternal migration

1 Introduction

In order to fully understand the causes and consequences of population move-
ments, and how they evolve over time, researchers and policy makers require
timely and consistent data [3]. Data are traditionally obtained from censuses,

∗Corresponding Author: guy.abel@oeaw.ac.at
†guillermo.vinue.visus@oeaw.ac.at
‡dilek.yildiz@oeaw.ac.at
§a.wisniowski@manchester.ac.uk
¶fiorio@uw.edu
‖caijixuan@link.cuhk.edu.hk

1



surveys or administrative records. These sources provide estimates of move-
ments with different qualities according to their data collection methods and
sample sizes. Moreover, the definition of “migration event” changes both across
sources and by time. In order to provide more coherent migration data, sta-
tistical methods have previously been utilized to overcome data issues, in par-
ticular for international migration [9, 11]. In this paper we propose a Bayesian
probabilistic methodology to combine and harmonize internal migration data
between nine USA-census divisions between 1980 and 2016. Further, we extend
our method to provide one-step ahead forecasts of future migration patterns.

2 Data: USA internal migration

Table 1 presents the available data sources to estimate USA internal migration.
Decennial censuses provide information on the place of residence five-years ago.
When ACS replaced the long-form questionnaire in decennial census in 2010, the
duration of stay criteria in the migration related questions changed to one-year
from five-years. Hence, the migration estimates are not directly comparable to
those from decennial census 1 [4].

Source Years available Universe Definition
Census 1940, 1960-2000 Age 5+ State/country 5-years ago
ACS 2000-2015 Age 1+ State/country 1-year ago
CPS 1982-2016 (-1985) Age 1+ State/country 1-year ago
CPS 1985, 1995, 2005, 2015 Age 5+ State/country 5-years ago
IRS-Tax Records 1991-2015 Tax filers State/county 1-year ago
SIPP 1993-2001 Individuals Individual’s residence history

Table 1: Available USA data sources.

The sample size of ACS has changed over time, reached full implementation
in 2005, whereas the information on group quarters are added in 2006. The CPS
data source has been collecting information on place of residence either one-year
or five-years ago since 1982. The CPS migration estimates are also not directly
comparable to the ACS estimates since the former only collects information from
the civilian non-institutionalized population. The CPS is a voluntary survey
while the ACS is mandatory. The IRS provides state to state and county to
county one-year migration tables for tax payers and for years between 1991 and
2015. There have been a series of changes in the migration data produced by
the IRS, most notably in the population coverage, which varies year on year.
The last data source is SIPP, which is a continuous series of national panels.
Each panel features a nationally representative sample interviewed over a multi-
year period lasting approximately four years. It collects information about the
residence histories of the individuals 2. In this study we focus on ACS, Census,

1http://www.census.gov/topics/population/migration/guidance/state-to-state-migration-
flows.html

2http://www.census.gov/programs-surveys/sipp/about/sipp-content-
information.html#par textimage 9
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Figure 1: Time series plot of total migration flows between the nine USA-census
divisions (1980-2016).

CPS and IRS. A time series plot of total migration flows between the nine USA-
census divisions is shown in Fig. 1, during the period of interest (1980-2016).
In Fig. 2 we plot the origin-destination migration flows between each of these
data sources in 2015 to illustrate the bilateral patterns in this period.

3 Methodology

Migration data of interest can be conveniently represented in a two-way contin-
gency table of origin-destination movements, with cells representing the count
of moves over a specified period between the nine USA-census divisions. We
observe flow counts zkijt from region i to region j during year t reported by data
source k and interval status (1-year or 5-years). These flows can be represented
by a matrix:
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Figure 2: Origin-destination migration flows between each of these data sources
in 2015.
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zkijt =















0 zk12t zk13t . . . zk19t
zk21t 0 zk23t . . . zk29t
zk31t zk32t 0 . . . zk39t
...

...
...

. . .
...

zk91t zk92tp zk93t . . . 0















Our objective is to estimate true migration flows for a table for each year
between 1980 and 2016 with the diagonals of the tables (i.e. the within-region
flows) excluded:

yijt =















0 y12t y13t . . . y19t
y21t 0 y23t . . . y29t
y31t y32t 0 . . . y39t
...

...
...

. . .
...

y91t y92tp y93t . . . 0















Following the general statistical perspective of [11] and [9], we can merge
multiple tables of reported flows zkijt in a general framework to combine data
sources and adjust for data source limitations. This can be expressed as follows:

zkijt = yijt × ck × uk
× dk × τkijt (1)

The yijt component represents the true migration flow from origin i to desti-
nation j. The posterior distribution of the yijt will represent the final synthetic
estimates of bilateral migration flows. They will be estimates of migration flows
over time with associated uncertainty. The additional parameters in Eq. 1 form
a measurement model to link the data properties of the observed data (z) to
the true unknown flows. The ck and uk parameters reflect the coverage and un-
dercount, respectively, from data source k. These parameters lie between zero
and one. The dk term represents the difference of the duration of stay criteria
for movements measured in data source k.

Through analysis of the literature related to each data source3456 (see also
[10, Table 2], [2, Table A.7], [5, Figure 5], [6, Figure 16-2], [1, Figure 1]), we
elicited the following prior distributions for coverage and undercount:

cACS
∼ beta(483.8, 30.8), uACS

∼ beta(71.5, 2.7)

3https://www.census.gov/acs/www/methodology/sample-size-and-data-quality/
4https://www.census.gov/newsroom/releases/archives/2010 census/cb12-95.html
5http://www.nber.org/data/current-population-survey-data.html
6https://www.irs.gov/statistics/soi-tax-stats-migration-data
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cCensus
∼ beta(114.9, 9.4), uCensus

∼ beta(156.1, 1.7)

cCPS
∼ beta(127.8, 14.7), uCPS

∼ beta(83.1, 6.5)

cIRS
∼ beta(638.9, 185.6), uIRS

∼ beta(2501.3, 307.1)

The priors distributions for each ck and uk are plotted in Figs. 3. The prior
parameters for the duration have been derived from the equations of expectation
and variance of the log-normal distribution.
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Figure 3: Coverage priors (left) and undercount priors (right) for each data
source.

In order to generate true migration flow estimates for past and future periods,
we use a set of random effects for both the mean level of each migration corridor
and the lagged to capture auto-correlation:

log(yijt) = µ+ αk
ij + βk

ij × ykij(t−1) + ǫkij (2)

where non-informative priors are used for µ, αk
ij and βk

ij . The parameter

ǫkij is assumed to be normally distributed with mean zero and precision τk, a

non-informative prior representing the accuracy of data source k7.
Using Bayesian estimation methods, each item of Eq. 1 can be splitted

into components with possible underlying sub-model components. These can
be estimated relatively easily, in comparison with other estimation approaches,
using Markov chain Monte Carlo (MCMC) methods. The model is run with the
JAGS (Just Another Gibbs Sampler) software [7] though R using the the rjags
package [8].

7We are currently developing an informative τk for each data source k.
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Figure 4: Time series plot of total migration flows between the nine USA-census
divisions together with the median one-year flows predicted by the model (1980-
2017).

4 Results

A time series plot of total migration flows between the nine USA-census divi-
sions, together with the median one-year flows predicted by our model, is shown
in Fig. 4, during the period of interest (1980-2017). The estimates obtained are
a bit higher than the observed values because we are controlling for undercount.
In addition, we are getting some unexpected behaviour at the beginning and at
the end of the time series. We will look closely at this issue.

In addition, Fig. 5 represents two circular plots of median one-year flows
for 2016 and 2017 (our forecast). Related to aforementioned issue, the flows
between regions for 2017 are smaller than expected.

5 Conclusions

The methodology presented in this paper estimates synthetic bilateral migration
flows that borrow strength over multiple data sources. The resulting estimates
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Figure 5: Circular plots of median one-year flows for 2016 (left) and 2017 (right,
our forecast).

allow for a better understanding of people’s movement patterns beyond the con-
fines of a single source. The model also utilizes past data to forecast migration
in future periods.

6 Future work

Our future work, that we hope to complete in the upcoming months, include: (1)
derive and incorporate informative prior distributions for data source accuracy
measures. (2) expand the model to incorporate geo-located Twitter data for
one-year and three-months migration flows. We have already collected the data
and are currently setting up our informative priors for undercount, coverage
and accuracy. (3) expand the model to estimate true flows for five-years and
three-months intervals (alongside our current one-year estimates).
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