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ABSTRACT: The NP-hard graph bisection problem is to partition the nodes of an undi-
rected graph into two equal-sized groups so as to minimize the number of edges that cross
the partition. The more general graph [-partition problem is to partition the nodes of an
undirected graph into / equal-sized groups so as to minimize the total number of edges that
cross between groups. We present a simple, linear-time algorithm for the graph /-partition
problem and we analyze it on a random “planted [/-partition” model. In this model, the n
nodes of a graph are partitioned into / groups, each of size n//; two nodes in the same group
are connected by an edge with some probability p, and two nodes in different groups are
connected by an edge with some probability » < p. We show that if p — r > n='/?*¢ for some
constant e, then the algorithm finds the optimal partition with probability 1 — exp(—n®®).
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1. INTRODUCTION

The graph [-partition problem is to partition the n nodes of an undirected graph
into / equal-sized groups so as to minimize the cut size, namely, the total number of
edges that cross between groups. There is extensive literature on algorithms for this
problem because of its many applications, which include very large scale integration
(VLSI) circuit placement, parallel task scheduling, and sparse matrix factorization.

Unfortunately, even the special case of this problem when / = 2, which is the
well-known graph bisection problem, is NP-hard [10]. In light of this, much of the
literature on algorithms for graph bisection (as for many other NP-hard problems)
reports on average-case performance of algorithms. Such work assumes a probability
distribution over the input graphs of a given size (number of nodes and/or edges).
While the bulk of this work provides only empirical data, several papers, including
this paper, bound (as a function of the parameters of the random graph model)
the probability that a given algorithm finds a minimum bisection. Such analyses
are useful in that they can provide insight on when and why certain algorithmic
approaches are likely to be effective.

A popular random graph model is the G(n, m) model in which a graph is selected
randomly and uniformly from the set of all graphs with » nodes and m edges. A
closely related model is the G(n, p) model in which each pair of nodes is con-
nected by an edge independently with probability p. No polynomial time algorithm
is known that provably finds the minimum bisection with high probability on either
of these models for general p. The lack of such an analysis may stem from the fact
that, if m/n — oo, then for almost all graphs with n nodes and m edges the cut sizes
of the best and worst bisections differ by only a low order term (see Bui et al. [3]).

Instead, some researchers have worked with random graph models in which the
cut size of the best bisection is much smaller than the average cut size. The ear-
liest results, due to Bui et al. [2, 3] concerned the G(n, m, b) model, in which a
graph is chosen randomly and uniformly from the set of graphs that have » nodes,
m edges, and minimum cut size b. Bui et al. describe an algorithm, based on net-
work flow techniques, that with probability 1 — o(1) finds an optimal bisection on
this model with the additional constraints that the graph is regular, say with degree
d and b = o(n'~"/ld+D/2]) Since every graph with dn edges has average cut size
dn/2, the minimum bisection for the Bui et al. graphs is asymptotically smaller than
the average bisection. Dyer and Frieze [6] analyze an algorithm for (not necessar-
ily regular) graphs with Q(n?) edges and b < (1 — €)m/2 for a fixed € > 0. The
Dyer-Frieze algorithm is based on comparison of vertex degrees; it finds the min-
imum bisection in polynomial expected time. Boppana [5] presents a graph bisec-
tion algorithm based on eigenvector methods. He shows that if m is Q(nlogn) and
b < (m —5/mnlogn)/2, then his algorithm finds the minimum bisection with prob-
ability 1 — O(1/n). Thus, Boppana’s analysis applies to a larger class of graphs than
the analysis of either Bui et al. or Dyer and Frieze. However, the running time
of Boppana’s algorithm is high since the algorithm uses the ellipsoid method for
finding the maximum of a concave function.

Jerrum and Sorkin [12] analyzed a constant-temperature simulated annealing
algorithm for graph bisection on a slightly different random graph model. Simu-
lated annealing is a heuristic, originally proposed by Kirkpatrick, Gelatt, and Vecchi
[16], that can be applied to a wide range of combinatorial problems. Roughly, in the
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case of the graph bisection problem this algorithm attempts to find a good bisec-
tion from an initial bisection by repeatedly employing the following procedure (see
Johnson et al. [13]). A pair of nodes, one on each side of the current bisection, is
chosen. These are swapped with some probability that depends on two parameters,
namely, the change in cut size that results if the nodes are swapped and a tem-
perature parameter which decreases over time (as the temperature parameter is
decreased, so does the probability of a “bad” swap). Jerrum and Sorkin point out
that, although the temperature parameter is believed to improve the effectiveness
of simulated annealing algorithms, there is no rigorous theoretical analysis that sup-
ports this belief. Indeed, Jerrum and Sorkin’s results show that, on their random
graph model, with high probability, constant temperature simulated annealing (also
known as the Metropolis algorithm) succeeds in finding the minimum bisection in
polynomial time.

In the graph model studied by Jerrum and Sorkin, known as the planted bisection
model, a random graph with an even number of nodes 7 is constructed as follows.
n/2 of the nodes of the graph are assigned one color and the remaining nodes are
assigned a different color. The probability of an edge between like-colored nodes
is p and the probability of an edge between differently colored nodes is r < p.
[The planted bisection model is roughly equivalent to the G(n, m, b) model with
b =rn*/4 and m = (p+r)n?/4] If p —r > n~Y?*¢ for any fixed € > 0, then
with probability 1 — exp(—n‘{€)) the planted bisection is the unique bisection with
minimum cut size (see [3, 12]). Boppana’s analysis of his eigenvector algorithm
applies also to the planted bisection model, with p — r = Q(logn/n). Jerrum and
Sorkin show that there is a choice of the temperature parameter for which, in ©(n?)
iterations of the node swap procedure, the Metropolis algorithm finds the minimum
bisection with probability 1 — exp(—n™€)) if p —r > n=1/0+¢,

The analysis of Jerrum and Sorkin centers on the evolution of the maximum
imbalance of a color in a bisection (L, R), where the imbalance of a color is the
difference between the number of nodes of that color in L and the number in R,
all divided by 2. (We note that where we use “maximum imbalance” in this paper,
Jerrum and Sorkin use “imbalance.”) Intuitively, the pair-swapping process of the
Metropolis algorithm has a tendency to improve the maximum color imbalance. The
analysis shows that this process leads fairly quickly to a large imbalance of O(n).
However, most of the running time of the Metropolis algorithm is then spent when
the current bisection is very close to the minimum bisection. For example, when
just one node of each color is on the “wrong” side of the partition, it takes @(n?)
time just to select that pair of nodes for a potential swap.

Jerrum and Sorkin point out that this wasteful use of swaps can be avoided by
slightly modifying the choice of node-pairs that are candidates for swaps. Another
way of circumventing this problem is as follows. First, run the Metropolis algorithm
on a randomly chosen set of half of the nodes until the ®(n) imbalance is reached
(with high probability). Now, the partition of nodes, while not completely correct,
is still statistically accurate in the sense that an overwhelming fraction of one side is
of one color and an overwhelming fraction of the other side is of the opposite color.
This statistically accurate partition can be used to produce an exact partition of the
remaining half of the nodes as follows. For each node in the remaining half, the
expected number of edges that it has to the side of the partition containing nodes
that are predominantly of the same color is much higher than to the other side of
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the partition. Moreover, by the concentration of measure phenomenon, the actual
number is also sharply concentrated around this value. Hence, the statistically accu-
rate partition provides a highly reliable guide to produce an exactly monochromatic
partition of the remaining nodes. In turn, this exact partition can be used as a
highly reliable guide to monochromatically partition the first half of the nodes (i.e.,
partition them so that all nodes in one class have the same color).

In this paper, we use a different algorithm to produce a statistically accurate
partition, based on successive augmentation. Starting with an empty partition, our
algorithm repeatedly picks a pair of unexamined nodes and places them, one on
each side of the partition in a greedy fashion so as to minimize the number of
edges added to the cut. Once half of the nodes are added in this way, the partition
produced has high imbalance and is statistically correct.

The same idea extends to a multipartition model. In this planted [-partition
model, each node is assigned one of / colors, with n/l nodes of each color, and
the probability of an edge between nodes is just as for the planted bisection model.
In this model, the algorithm first selects a sequence of pairs of nodes and creates
a two-way partition following the greedy procedure outlined in the last paragraph.
Each greedy step tends to increase the difference between the imbalances of any
two colors. Thus, the resulting two-way partition is again a statistical guide because
the imbalance between any two colors is ®(n). The expected value of the number
of edges from a remaining vertex of a color C is a value o which is well separated
from the corresponding value o for a different color C’. Moreover, by the concen-
tration of measure phenomenon, the actual value is sharply concentrated around
this expected value. This provides a highly reliable method to monochromatically
[-way partition the remaining vertices: Order the number of edges of the remaining
nodes to the left side as /; </, < ..., and form groups by cutting off at the largest
differences. This can now be used, in turn, to monochromatically partition the first
half of the nodes.

In Section 3, we present our linear-time algorithm for the [-partition problem,
and in Section 4 we show that this algorithm correctly constructs a monochromatic
partition of a graph with a “planted” /-partition, with high probability. Specifically,
we show that, for the planted [-partition model with p — r > n=1/?*¢_ our algorithm
outputs the minimum partition with probability 1 — exp(—n™€)). We note that our
analysis holds for the widest possible range of p — r, unlike the analysis of Jerrum
and Sorkin.

In Section 5.3, we prove a stronger property of our algorithm: @(n) iterations
produce a partition in which the difference between any pair of imbalances is O(n).
Using this insight, we obtain a somewhat simpler algorithm for the /-partition prob-
lem in Section 5.

2. RELATED WORK

Perhaps the best known algorithm for the graph bisection problem is the Kernighan—
Lin (K-L) heuristic [15] and its modification by Fiduccia and Mattheyses [8]. Several
other algorithms for graph bisection and graph /-partitioning have been proposed,
including genetic algorithms [4].
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Johnson et al. [13] experimentally compared the performance of the K-L and
simulated annealing algorithms on several random graph models. Overall, simulated
annealing was found to be superior to the K-L on the G(n, p) graphs tested [the
parameters were chosen so that in effect p = O(1/n)], while the K-L was found
to be superior on random geometric graphs. The simulated annealing algorithm
implemented by Johnson et al. is somewhat different from that analyzed by Jerrum
and Sorkin, in that, rather than repeatedly selecting a pair of nodes for swapping,
the algorithm selects a single node. The cost (and hence the probability) of swap-
ping a selected node is a function not only of the resulting change in cut size, but
also includes a penalty if the difference in size between the left and right sides of
the partition increases. Interestingly, Johnson et al. mention that algorithms based
on successive augmentation, in which an initially empty structure is successively aug-
mented until it becomes a solution, often outclass algorithms based on simulated
annealing, but they do not describe any experimental results on successive aug-
mentation for graph bisection in their paper. The early phases of our linear-time
algorithm can be considered to be successive augmentation.

Also closely related is the work of Juels [14], which analyzes a simple hill-climbing
algorithm on the planted bisection model. Starting from a random initial bisection,
this algorithm repeatedly selects at random a pair of nodes, one from each side of
the partition, and swaps them if and only if the cut size decreases as a result. Juels
shows that within @(n?) iterations, this algorithm succeeds in finding the minimum
bisection with probability (1) if p — r = Q(1). [Here, and in what follows, the
notation (1) means some constant > 0 that is independent of the graph.]

Other algorithms for graph bisection are related to the algorithm of this paper
in that they construct a “core” and build the rest of the solution around this core.
The algorithm of Dyer and Frieze [6] mentioned above has a core consisting of
the neighbors of the maximum degree vertex of the graph; the remaining vertices
are partitioned based on the number of neighbors they have in the core. Another
example is Kucera’s algorithm for graph partitioning [17]. Our algorithm differs
from these in that the core is imperfectly partitioned.

Regarding approximation algorithms for the graph bisection problems on gen-
eral graphs, no polynomial-time algorithm is known that is guaranteed to output a
bisection with cut size that is bounded by a constant times the minimum cut size.
For dense graphs, i.e., graphs in which the minimum node degree is ((7), two poly-
nomial time approximation schemes (PTAS) for the graph bisection problem were
recently proposed [1, 9]: given a graph and a constant € > 0, these algorithms out-
put a bisection with cut size at most (1 + €) times the minimum cut size. (The
running time of these algorithms is exponential in 1/€.)

3. ALGORITHM

In this section, we present our linear-time algorithm for the graph /-partition prob-
lem. The algorithm consists of four phases. Briefly, the purpose of the first two
phases is to build up a partition (L,, R,) with |L,| = |R;| = O(n) in which some
color has an imbalance of @(n). By the imbalance of a color in a partition (L, R),
we mean the number of nodes of that color in L less the number of nodes of that
color in R, all divided by 2. We note that the imbalance may be negative. In the third
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phase, partition (L,, R,) is used to partition the remaining unexamined nodes into
two nonempty groups L and R such that no node in L is the same color as a node
in R. In the fourth Phase, all nodes examined in Phases 1 and 2 are added to the
“correct” side of the partition (L, R). The problem can now be solved recursively
on L and R. We next describe the algorithm in detail.

Algorithm 1
Input: n-node graph G and integer / > 1 (the partitioning factor) (assume 7 is
sufficiently large so that [n!=¢/2] + [n/4] < n/2):

Phase 1: L, and R, are initially empty. In each of n; = [n'=¢/?] steps, choose a
pair of nodes (1,2) randomly and uniformly from the unexamined nodes. Let
[1(i) and ry(i) be the number of edges from node i, i € {1,2} to nodes in L,
and R, respectively, and let X = /;(1) — r;(1) — [;(2) + r;(2). If X > 0, place
nodes 1 and 2 in L; and R;, respectively, and if X < 0, place nodes 2 and 1 in
L, and R, respectively. If X = 0 then place the nodes equiprobably into either
L, or R;.

Phase 2: L, and R, are initially empty. Let n, = [n/4]. Choose n, new pairs of
nodes randomly and uniformly from the unexamined nodes. As in Phase 1,
greedily assign one node from each pair (1, 2) to each of L, and R,, depend-
ing on the sign of X =/;(1) — r;(1) — [;(2) + r;(2). Note that all pairs may be
assigned concurrently to (L,, R,).

Phase 3: For each remaining unexamined node v, let /,(v) denote the number of
edges from node v to nodes in L,. Let 0y < 0; < --- < 0; be the ordered set of
values /,(v) and let 0, — 0,_; be the maximum difference between consecutive
numbers in this ordered list. If /,(v) > o,, put node v in L and if /,(v) < o, put
node v in R.

Phase 4: In parallel for each node v examined in Phases 1 and 2, assign v greedily
to L if the fraction of nodes in L that have edges to v is greater than the fraction
of nodes in R that have edges to v, and assign v to R otherwise.

Recursion: Let k; and kg be such that |[L| = k;n/l and |R| = kgzn/l. If k; = 1 then
include L as one of the classes in the output /-partition. Otherwise, if k; is an
integer greater than 1 then apply the algorithm recursively to the graph induced
by the nodes of L, with partitioning factor k; and include the k; resulting
classes among the [-partitions. Similarly, if kr = 1 then include R as one of
the classes in the output /-partition. Otherwise, if ky is an integer greater than
1 then apply the algorithm recursively to the graph induced by the nodes of
R, with partitioning factor kp and include the kg resulting classes among the
I-partitions. Finally, if either k; or kg is not an integer, declare the algorithm
to have failed.

4. ANALYSIS

In this analysis, we assume that p —r = A = n~Y/?*¢, The analysis proceeds by
showing that the following facts are true with probability 1 — exp(—n‘®)), referred
to as “high probability” throughout. At the end of Phase 1, some color in (L, R;)
has an imbalance > n'~¢. At the end of Phase 2, some color in (L,, R,) has an
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imbalance @(n). At the end of Phase 3, no node in L is the same color as a node in
R and both L and R are of size ®(n). Finally, at the end of Phase 4, by which time
all nodes are assigned either to L or to R, no node in L is the same color as a node
in R. The underlying probability space for which these facts apply is the product of
the random planted bisection graph model with the random choices made by the
algorithm.

Sections 4.1-4.3 analyze successive phases of the algorithm. The following version
of Azuma’s inequality, which is in a form due to McDiarmid [18] (see also [12]) is
used throughout.

Theorem 1 (Azuma’s inequality). Let Z,, ..., Z, be independent random variables,
with Z, taking values in a set A, for each k. Suppose that the (measurable) function
f: T1 Ax = R satisfies |f(x) — f(X')| < ¢, whenever the vectors x and X' differ only in
the kth coordinate. Let Y be the random variable f(Z,, ...Z,). Then, for any t > 0,

Prob[|Y — EY| > (] < 2exp(—2t2/ 3 c,%>.
k=1

4.1. Phase 1

In Theorem 5, we show that at the end of Phase 1, some color in (L;, R;) has an
imbalance of at least n' ¢ with high probability. The proof of the theorem analyzes
how the maximum imbalance in (L, R;) grows over time. The following claim is
key to this analysis. It shows [part (ii)] that at every iteration of the greedy partition-
building algorithm of Phase 1, maximum imbalance is at least as likely to increase
as to decrease. Moreover [part (iii)], the higher the maximum imbalance, the more
likely it is to increase.

Claim 2. Let x(= x(t)) be the maximum imbalance in partition (L, R;) at time step
t of Phase 1. Then, at step t + 1 of Phase 1, for any execution of the algorithm up to
step t,

(i) Prob[x increases] = Q(1),
(ii) Prob[x increases] — Prob[x decreases] > 0, and
(iii) if x = Q(n'/>=</2) then

Prob[x increases | — Prob[x decreases | = Q(min {xA/v/1, 1}).

Proof. Since at least one imbalance is at least 0, we have that x > 0. All three
assertions are trivially satisfied when x = 0. Hence, consider the case x > 0. If
there are at least two colors with imbalance x at the end of step ¢, then x cannot
decrease at step f + 1 and, since the number / of colors is constant, can increase
with probability (1) (namely, if nodes in the chosen pair have distinct colors, both
of which have imbalance x; in this case, one of the nodes is placed in L; and the
imbalance increases as a result). Hence, in the rest of the proof we assume that
there is exactly one color with imbalance x.

Let [x, x'] denote the event that the colors of nodes 1 and 2 chosen at step ¢ + 1
have imbalance x and x’, respectively, where here x is as given in the statement
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of the claim and x’ is any possible value for the imbalance. In the event [x, x’], if
x # x’ then x increases at step ¢ + 1 if and only if node 1 is placed in L;. (We note
that if x = x’ 4+ 1/2 then, if node 1 is placed in R;, the maximum imbalance does
not in fact decrease, but rather remains unchanged.) Let

X =0L(1) —r(1)—L2)+r(2),

where [,(1), r;(1), [;(2), and r;(2) are as defined in Phase 1 of the algorithm at a
step in which the colors of the pair of chosen nodes have imbalances x and x’. We
have that

Prob[x increases| event [x, x']] = Prob[ X > 0] + %Prob[X =0],
and
Prob[x does not increase| event [x, x']] = Prob[ X < 0] + %Prob[X =0].

Therefore, to prove part (ii) of the claim it is sufficient to show that Prob[X >
0] = Prob[ X < 0]. Averaging over events [x, x'] with x as in the statement of the
lemma and all x’ # x then gives the result. Part (i) of the claim follows from this
and the additional fact that at each step of Phase 1, the probability of each event
[x, x'] such that there are colors with imbalances x and x’ is (1). This fact is true
because Phase 1 ends in o(n) steps and so at every step of Phase 1, there are Q(n)
unexamined nodes of each color.

To analyze Prob[X > 0], we use the fact that each term /,(i) and r;(7) is bino-
mially distributed. Let B(n, p) denote the number of successes in n independent
Bernoulli trials, each with probability p of success. Let b+ x and b' + x” be the
number of nodes in L; which have the same color as nodes 1 and 2, respectively,
at the end of step t. At step ¢ + 1 of the algorithm, ¢ > 0,

L) —r()=BMb+x,p)+B(t—b—x,r)—B(b—x,p)—B(t—b+=x,7),
which has an expected value 2xA. Similarly,

L(2)—r(2)=BM +x',p)+B(t—b' —x',r)
—B(b' —x',p)—B(t—-b +x,r).

Hence,

X=Bb+b+x—x,p)+BRt—-b—-b —x+x,r)
—Bb+b —x+x',p)—BQRt—b—-b' +x—x',r).

Since x — x’ > 0, X dominates the random variable X’ defined by

X' =B([b+b1, p)+BQ2t—[b-b1,r)
—B([b+b7, p)— Bt —[b—b71,r).
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To see why X’ dominates X, note that the term B(|x — x’], p) in X is replaced by
B(|x —x'], r)in X’ and similarly, —B(|x — x|, r) in X is replaced by B(|x — x|, p)
in X'.

Since the random variable X’ is symmetric with expected value 0, we have

Prob[X > 0] > Prob[ X’ > 0] = Prob[X’ < 0] > Prob[X < 0].

This completes the proof of parts (i) and (ii) of the claim.

To prove part (iii), define X as before except that X now pertains to a step of
the algorithm in which, if 1 and 2 are the two nodes chosen at step ¢ + 1, then the
color of node 1 has imbalance x and the color of node 2 has imbalance at most 0.
Call the event in which the nodes have these imbalances [x, < 0]. At every step of
Phase 1, the probability that event [x, < 0] occurs is @(1) because some color must
have an imbalance at most 0. Hence, to prove part (iii) of the claim, it is sufficient
to show that

Prob[X > 0] =1/2+ Q(min{%, 1})

First, note that since the color of node 2 has an imbalance at most 0, the expected
value of /;(2) — r;(2) is at most 0. Hence EX, the expected value of X, is at least
2xA. To bound Prob[X > 0], we use Esseen’s inequality, which provides an approx-
imation for the tail probability of a sum of independent random variables in terms
of the normal distribution. [ |

Theorem 3 (Esseen’s inequality) (Petrov [19, Theorem 3, p. 111]). Let Xi,...,
X, be independent random variables such that EX; = 0 and E|X j|3 < 00,j =
1,...,n. Let

n n
o} =EX;, B= Z o},  F(x)= Prob[B‘l/z Y X< x],

J=1 j=1

and

n
L =B Y E|X.
j=1

Then,
sup |F(x) — ®(x)| < AL,

where A is an absolute constant and ®(x) denotes the normal (0, 1) distribution
function.

Note that X = Z?’le ;+ EX, where each random variable X; is one of the
following: (i) Y — p where Y is 1 with probability p and 0 with probability 1 — p,
(ii) Y —r where Y is 1 with probability  and 0 with probability 1 — 7, (iii) Y + p
where Y is —1 with probability p and 0 with probability 1 — p, or (iv) Y + r where
Y is —1 with probability r and 0 with probability 1 — r. Therefore, EX; = 0 and
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E\xX j|3 = O(1) and so the random variables X satisfy the conditions of Esseen’s
inequality. Using the notation in Theorem 3 with n = 4¢, we have that

4
Prob[X > 0] = Prob[Bl/2 Y(-X)) < Bl/ZEX]
j=1

> ®(B~?EX) — AL
2xA
=o(5) - L
= 1/2 + Q(min {xA/vB, 1}) — O(L).

To see why the last equality holds, we note that ®(2xA/+/B) can be expressed
as the sum of the following two areas under the curve defining the normal density
function ¢: (a) the area up to the zero axis and (b) the area between the zero
axis and the axis at 2xA/+/B. The contribution of (a) is simply ®(0) = 1/2. To
estimate the contribution of (b), let a be any positive constant less than 1. Then,
$(2) > ¢p(a) = O(1), for all z, 0 < z < a. Thus, if 2xA/+/B < a, then the area (b) is
at least the length between the axes, namely, 2xA/ VB, times the value of the curve
at its lowest point, namely, ¢(2xA/+/B). However, since 2xA/v/B < a, we have
that ¢(2xA/+/B) > ¢(a) = O(1) and so in this case the area (b) is Q(2xA/v/B).
Also, if 2xA/~/B > a, then the area (b) is at least the area under ¢ between the
zero axis and the axis at «, which in turn is at least a¢(). Since « is a constant,
ad(a) = O(1). Taking the min of the two cases 2xA/+/B < a and 2xA/v/B > a,
we conclude that the contribution of (b) to ®(2xA/+/B) is Q(min{xA/+/B, 1}).

We claim that if x = Q(n'/27¢/2), then L = o(min{xA/+/B, 1}). To see this, note
that each term E|X|* in L is either p(1— p)*+(1— p)p® < p(1—p)orr(1—r)* +
(1—r)r* <r(1—r). Suppose that ,, of the terms E|X;|* are p(1— p)* + (1 — p)p?
and that I, of the terms are (1 —r)? + (1 —r)r? (where [, + [, = 41). Then,

L = B_S/z(lpp(l - p) + lrr(l - 7’))

Using the same notation, we have that B = [, p(1 — p) + [,r(1 —r). Therefore, L <
B~172, Also, since x = Q(n'/?~¢/?), we have that xA = Q(n!/>=¢/2n=1/2+€) = O(n/?).
Therefore, L = o((xA/B)"/?).

We next show that L = o(1), and therefore L = o(min{(xA/B)"/?, 1}) as claimed.
Since p —r = A, either p(1 — p) > A/2 or r(1 —r) > A/2. At least x of the terms
in B are of the form p(1 — p) and also at least x of the terms are of the form
r(1 —r); that is, both , and /, are at least x. Hence, B = Q(xA) = Q(n/?) and so
L =O(n=</*).

We have now shown that if x = Q(n'/>=¢/2) then,

Prob[X > 0] =1/2 —i—Q(min{j—%, 1})

Part (iii) of the claim follows from the observation that /B = O(J/7). [ ]

The analysis of the evolution of imbalance x is somewhat complicated by the
fact that steps in the random process x(¢) are not independent and the transition
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probabilities vary depending on the history of the algorithm. It is convenient to
relate the behavior of x to a (simpler) random walk with identical independent
increments. The next lemma does this. Throughout, when we refer to the probability
that x(¢ + 1) takes some value, we mean that probability given the history of the
algorithm up to step t.

Lemma 4. Let €: N — R be a function (which may take both positive and negative
values) such that

Prob[x decreases] — Prob[x increases] < e(x(t)).

There exist positive constants ¢ and d such that for all nonnegative integers a, b with
a < b, the following holds. Let Y(t), t = 0,1, ... be a random walk with the following
properties:

Prob[Y(r+1)=1]=1 ifY(t)=0,
Prob[Y(t+1)=Y()—-1]=1/2+¢ Arr[lail{e(j)} ifY(t) >0,
jela,

and

Prob[Y(t+1)=Y()+1]=1/2—¢ Arr[lai]{e(j)} ifY(t) > 0.
jela,

Then, for any nonnegative integer i, a <i < b,

Prob[starting at i/2,x leaves [a/2,b/2] at the right end within k steps
(and never leaves the left end)]
> Prob[starting at i,Y leaves [a, b] at the right end within dk steps
(and never leaves the left end)] — exp(—€(k)).

Proof.  'We relate Y to x in two stages. First, construct a random process Z from
x, with x initially equal to i/2 at some point k, of Phase 1 of the algorithm, by
“removing the loop probabilities” from x. More precisely, the process Z is defined
from x as follows. Set Z(0) = i/2. Run Phase 1 from time k, until the first time
that x changes, say at time k; > k,. Note that x(k;) € {i —1/2,i+ 1/2}. Set
Z(1) = x(k,). More generally, if k; < k, < --- are the times after k,, that x changes,
then Z(m) = x(k,,). Clearly, if x reaches b/2 at time k,, then Z does so at time m.

Now, let d > 0 be a constant and let M be the event that the number of times that
x changes within the first £ steps is at least dk. From Claim 2, at each step of the
algorithm, the probability that x changes is (1) and so the number of times that x
changes dominates the number of successes in k independent Bernoulli trials with
probability (1) of success in each trial. Applying Azuma’s inequality (Theorem 1)
it follows that for sufficiently small d > 0, Prob[M] = 1 — exp(—{(k)). Therefore,

Prob[starting at i/2, x leaves [a/2, b/2] at the right end within k steps]
> Prob[starting at i/2, x leaves [a/2, b/2] at the right end
within k steps | M ]Prob[M ]
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> Prob(starting at i/2, Z leaves [a/2, b/2] at the right end
within dk steps]Prob[M]

= Prob[starting at i/2, Z leaves [a/2, b/2] at the right end
within dk steps](1 — exp(—Q(k))).

Now, let ¢ > 0 be a constant such that for all Z(m) in the range [a/2, b/2],
Prob[Z(m + 1) = Z(m) — 1/2] < 1/2 + cmax;, p{€(j)}. The existence of such
a constant ¢ (which is independent of a, b) follows from the fact that the loop
probabilities of x are 1 — (1) (Claim 2). Let Y be as in the statement of Lemma 4,
with this constant c. Intuitively, since each step of Y is biased at least as much to
the left as each step of Z, it is the case that

Prob[starting at i/2, Z leaves [a/2, b/2] at the right end within dk steps ]
> Prob[starting at i, Y leaves [a, b] at the right end within dk steps].

This can be proved by showing that 2Z dominates Y. Our argument is essentially
taken from Theorem 6.2 of Jerrum and Sorkin [12]. Base Z and Y on a common
sample space, so that, given initially that 2Z(0) = Y'(0), it is the case that 2Z(m) <
Y (m) for all m, 0 < m < dk. The needed sample space consists of a sequence
a(0), a(1), ..., a(dk) of independent real numbers, each chosen uniformly from
the range [0, 1]. Fix m, and let p} = Prob[Z(m + 1) = Z(m) + 1/2] and p; =
Prob[Z(m + 1) = Z(m) — 1/2]. Define p} and py in the same way, with 1 replacing
1/2. Then, the next state of the process Z is given by

_[Zm)=1/2 it a(m) < p7.
Z(m+1) = { Z(m)+1/2 otherwise.
The next state for the process Y is defined similarly, with 1 replacing 1/2 and with
Y replacing Z. It can be shown by induction on m that 2Z(m) > Y (m) for all m,
0 <m <dk.
Finally, combining the relationship between x, Z, and Y yields the lemma. ]

Theorem 5. In partition (L, R,) at the end of Phase 1, some color has an imbalance
of at least n'=¢ with high probability.

Proof.  'We partition Phase 1 into subphases, based on the value of the maximum
imbalance x. The first subphase starts at time 0 and continues until x > n!/>=¢/2/2,
By Claim 2, at every step of this subphase, the probability that x increases is at least
the probability that x decreases. If Y is the random walk of Lemma 4 with e( ) =0
and n; is the number of steps of Phase 1, then

Prob|[starting at 0, x reaches n'/>~¢/2/2 within n, /2 steps]

1/2—€/2

> Prob[starting at 0, Y reaches n within dn, steps] — exp(—n®")),

where d > 0 is a constant. From Feller [7, XIV.3] (see also [11]), the expected time
for the unbiased random walk Y to reach n'/?=¢/2_ starting at 0, is n'~¢. By Markov’s
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inequality, with probability at least 1/2 Y reaches n'/>=¢/2 within time O(n'~¢);
moreover this holds regardless of where the walk starts within the interval. In dn; =
d[n'~¢/?] steps, the number of periods of length O(n'~¢) is Q(n*/?). Therefore, the
probability that Y reaches n'/2~¢/? within dn, steps is 1 — exp(—Q(n¢/?)).

The rth subphase starts when the (¢# — 1)st subphase ends. If i/2 > 0 is the value
of x at the start of a subphase, then that subphase ends when x = i or when
x = |i/2]/2 (or when Phase 1 ends).

Let Y be a random walk with no loop probabilities in which the difference
between the probability of an increase and a decrease is § = Q(min{iA//1,1}) =
Q(min{iA/,/ny, 1}). By Lemma 4 and Claim 2,

Prob([starting at i/2, x leaves [|i/2]/2, i] at the right end within n' =3¢/ steps]
> Prob[starting at i, Y leaves [|i/2], 2i] at the right end within dn'=3¢/* steps]
— exp(=Q(n' ),

for some sufficiently small constant d (independent of 7).

We first bound Prob[starting at i, Y leaves [|i/2], 2i] at the right end]. Let s be
the ratio of the probability of a decrease over the probability of an increase, that is,
s=(1/2-198)/(1/2+ 6) =1 — O(5). Using Feller [7, XIV.2.4], the probability that,
starting at i, Y reaches 2i before |i/2] is at least

s[i/ﬂ — s2i_ Ij/zj Sﬁ/z—l s[i/ﬂ

O _ g2i-li2] z1- 1 _ §2i-li2] z1- 1 _ 321
If i = Q(n'/?7¢/2), then

11 = (1= Q(min{id/ 77, 11)7] = exp(—Q(n' A/ /7)) = exp(~Q(n*)).

Hence, as long as i = Q(n'/27</?), the probability that, starting at i, Y reaches 2i
before [i/2] is 1 — exp(—Q(n</*)).

We next show that, starting at i = Q(n'/>7¢/?), Y leaves the interval [|i/2], 2i]
within dn!'=3¢/4 steps with high probability, where d > 0 is a constant. From Feller [7,
XIV.3], the expected time for this event is O(i/8) = O(max{i, \/n;/A}) = O(n'~¢).
Moreover, this bound holds regardless of the starting position within the inter-
val [[i/2], 2i]. Again applying Markov’s inequality, with probability at least 1/2,
Y leaves [|i/2],2i] within time O(n'~¢) and so with high probability Y leaves
[li/2], 2i] within time dn'—3¢/4.

Therefore, for i = Q(n'/>=¢/?), with high probability, starting at i/2, x leaves
[1i/2]/2, i] at the right end within n'~3¢/# steps. It follows that with high probability,
within n; = [n'~¢/?] steps, sufficiently many subphases of Phase 1 are completed, all
ending by leaving the corresponding interval at the right end so that the imbalance
is at least 2n'~¢. A similar analysis shows that once the imbalance is 2n!~¢, then
with high probability it remains at least n'~€ for the rest of Phase 1. This completes
the proof of the theorem. [ |
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4.2. Phase 2

Let C be a color of greatest imbalance in (L, R;). Let y be the imbalance of color
C in (L,, R,) at the end of Phase 2. Each pair of nodes (1, 2) examined in Phase 2
independently either contributes 1/2, 0 or —1/2 to y. We need the following results.

Lemma 6. For any color C and for all k = n — O(n), for any 8 > 0, the number of
nodes of color C that have not been examined after k steps of Phases 1 and 2 of the
algorithm is (n — 2k)/l £ O(n"/>*°) with probability 1 — exp(—Q(n*?)).

Lemma 6 follows from a straightforward application of Azuma’s inequality
(Theorem 1).

Claim 7. Suppose that the maximum imbalance x at the end of the first Phase is at
least n'~¢. Let (1, 2) be a pair of nodes examined in Phase 2. Then,

Prob[(1, 2) contributes positively to y] — Prob[(1, 2) contributes negatively to y]
= Q(1).

Proof. Note that (1,2) contributes positively to y if and only if the pair (1,2) is
such that exactly one node in the pair has color C and this node is placed in L.
Also, (1,2) contributes negatively to y if and only if exactly one node in the pair
has color C and this node is placed in R.

A similar argument to that of Claim 2, part (ii) shows that if exactly one node in
the pair (1, 2) has color C, then for any fixed value of the other node,

Prob[(1, 2) contributes positively to y] — Prob[(1, 2) contributes negatively to y]
> 0.

Also, a similar argument to that of Claim 2, part (iii) shows that if exactly one node
in the pair (1, 2) has color C, and the other has a color with imbalance at most 0,
then

Prob[(1, 2) contributes positively to y] — Prob[(1, 2) contributes negatively to y]

_ Q(min{j—:_l, 1}) — (1),

where the last equality follows from the fact that n; = [n'"¢?] and xA >
n17€n71/2+e‘

Finally, from Lemma 6 we have that the probability that pair (1, 2) is such that
one node has color C and the other has a color with imbalance at most 0 is Q(1).
The claim follows. u

Theorem 8. At the end of Phase 2, with high probability the imbalance of some color
is O(n).

Proof. Let C be a color of greatest imbalance x in (L, R;). Let y be the imbalance
of color C in (L,, R,) at the end of Phase 2, given that x > n!~¢. Let Z; be the
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contribution of the ith pair of nodes to y [we assume that (L, R,) is fixed for the
definition of all Z;]. By Claim 7, y dominates Z;Zl Z;, where the Z; are independent
random variables taking values in the set {—1/2,0, 1/2}, with Prob[Z; = 1/2] —
Prob[Z; = —1/2] = Q(1).

The random variables Z; satisfy the conditions of Azuma’s inequality (Theorem 1)
with ¢, =1, 1 < i < n,. Also, Ey = Q(n,) = Q(n). Therefore, the probability that
y is at least half of its expected value is at least 1 — exp(—Q(n)).

Hence, the probability that y = Q(n), given that x > n'~¢, is 1 — exp(—Q(n)).
By Theorem 5, x > n!~¢ with high probability. Hence, y = Q(n) with high
probability. ]

4.3. Phases 3 and 4

For each node v that is examined in Phase 3, let /,(v) be the number of edges from
v to a node in L,. For each color C, let EL,(C) be the expected number of edges of
an unexamined node of color C to nodes in the set L,. First, we show that with high
probability the values /,(v) are distributed as follows: for all nodes v of color C, the
values /,(v) are clustered in a short interval centered at EL,(C). More precisely, in
Claim 9 it is shown that with high probability, |/,(v) — EL,(C)| < n'/?*¢/2, Second,
the interval spanned by the values EL,(C) is relatively large, namely, of length
Q(n'/2+€). This is shown in Claim 11. Simple algebra then shows (Theorem 12) that
two adjacent “clusters” must be far apart, implying that the quantity o, — 0,_; used
as the partitioning criterion in Phase 3 is large.

Claim 9. Let v be a node of color C. Then, with high probability,
|, (v) = ELy(C)| < n'/?+</2,

Proof. The random variable /,(v) is the sum of n, independent random variables
that satisfy the conditions of Azuma’s inequality (Theorem 1) with ¢, = 1, 1 <
i < n,. The result follows by a simple application of this inequality. ]

The following claim is useful in the proof of Claim 11.

Claim 10. For any color C, the number of nodes of color C that are examined in
Phase 2 is 2n, /I + O(n'/**</2) with high probability.

Proof.  Let X, be the number of unexamined nodes of color C after k£ < n/2 nodes
have been examined. From Lemma 6, with high probability, X,, = (n—2n;)/I+
O(n'?*/?y and Xy, 1, ) = (n—2(ny 4+ ny))/l £ O(n'/?*/%). Xy, 1, y is the number
of nodes of color C that are not examined in Phase 1 or 2. Hence, the number
of nodes of color C that are examined in Phase 2 is X,, — Xy, 4n,) = 2n2/l £
O(n'/?*+</2) as required. [ ]

Claim 11. Let C,,, and C;, be the colors with the largest and smallest number of
nodes, respectively, in L,. With high probability,



ALGORITHMS FOR GRAPH PARTITIONING 131

Proof.  Let ¢, and cy;, be the number of nodes of colors C,,,, and C;,, respec-
tively, in L,. From Theorem 8, with high probability, some color has imbalance ®(n)
in the partition (L,, R,). This, together with Claim 10, implies that with high prob-
ability some color has n,// + ®(n) nodes in L,, in which case ¢y, = n,/l + O(n).
Therefore, for some constant c,

ELy(Crax) = p(na/l+ cn) +r((I = Dny /1 = cn).

Also, since not all colors can have more than the average number n,/! of nodes in
L,, it must be that ¢, < n,/l. Therefore,

EL,(Cpin) < pny/l+ (1 — L)ny/L.
Taking the difference of these two inequalities, we have that
EL,(Cpu) — EL>(Coin) > (p — r)en = Q(n'/2+€).
|

Theorem 12. At the end of Phase 3, with high probability no node in L is the same
color as a node in R and moreover, both L and R are nonempty.

Proof.  Let o) < 0y < --- < 0; be the ordered set of values /,(v) over the nodes
v examined in Phase 3 and let 0, — 0,_; be the maximum difference between con-
secutive numbers in this ordered list. From Claim 9, the values /,(v) are clustered
in / intervals of length n'/27¢/? around the mean values EL,(A) with high proba-
bility. From Claim 11, the difference between the smallest and the largest means
is Q(n'/?*€) with high probability. Hence, with high probability there must be a
distance of Q(n'/2*¢/I) between some two consecutive clusters.

It follows easily that with high probability, o, — 0, ; = Q(n'/?*€/I), and that for
any two nodes v; and v, of the same color, either both /,(v,) and /,(v,) are greater
than or equal to o, or both are less than or equal to o,_;. Thus, no node in L is
the same color as a node in R.

The fact that L and R are both nonempty follows immediately from the fact that
for some pair of nodes v; and v,, l,(v;) = o, and l,(v,) = 0,_;; therefore v; and
v, are placed on opposite sides of the partition (L, R). ]

The analysis of Phase 4 is very similar to that of Phase 3. Although it may appear
that independence is lost due to the fact that edges which were “used” in Phase 3
[between nodes in (L,, R,) and nodes in L] are now “re-used” in Phase 4, correct-
ness follows from the following observation. Let N(3) be the set of nodes examined
in Phase 3. Let (A, B) be some partition of these nodes such that like-colored nodes
lie on the same side of the partition and neither A nor B is empty. Note that, given
N(3), there are only a finite number of such partitions (A4, B) since the number
of colors is finite. Therefore, it is sufficient to show that for each of these finitely
many possible (A, B), if (L, R) = (A4, B) is used to partition the nodes in Phase 4
then in Phase 4, with high probability all nodes are placed in the correct side of the
partition. This statement is independent of the outcomes of the individual steps of
Phases 1-3 and so the analysis can proceed as in Phase 3.
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We have now shown that, with high probability, all Phases 1-4 have the properties
stated in the first paragraph of Section 4. Moreover, the total number of possible
distinct recursive calls is constant (it is bounded by 2/ — 2, namely, the number of
ways to choose a subset of the [/ colors, other than the empty set or the set of all
[ colors). Therefore, high probability correctness of the whole algorithm, including
recursive calls, follows.

5. A NON-RECURSIVE ALGORITHM

5.1. Motivation

In simulations of Phase 1 of Algorithm 1, the maximum imbalance tended to
increase over time, as we expected. Moreover, as noted in the Introduction, based
on our experiments we hypothesize the following. With two colors, the partition
evolves toward one in which, if there are k nodes on each side of the partition,
then the imbalances are ~ k/4 and —k /4. With three colors, the partition evolves
toward one in which the imbalances are ~ 2k/9, 0, and —2k /9. More generally, with
[ colors, the partition evolves toward one with maximum imbalance ~ (I — 1)k/I?
and a gap of 2k/I> between successive imbalances.

Table 1 presents some evidence that this indeed is the case, based on experiments
on our algorithm. The values listed in the third row of the table are the average
sample imbalances in our experiments, divided by k. The numbers presented are
averaged over 20 runs of Phase 1 of our algorithm with » = 256,000, p = 1/2,
A = n /2402 = 0,0829, and k = 100, 000. The values listed in the second row of
the table are the numbers toward which we believe the expected imbalances evolve
in the limit. In each case, the variance is that for the maximum imbalance.

A heuristic explanation of this hypothesis is as follows. First, in the case of two
colors, consider the evolution of Phase 1 once the maximum imbalance is large. Let
C be the color with maximum imbalance. Roughly, in 1/2 of the steps, exactly one
of the chosen pair of nodes has color C and this is likely to be put in L. In 1/4 of
the steps, the chosen pair of nodes are both of color C. In the remaining 1/4 of the
steps, neither of the chosen nodes are of color C and a node that is not of color
C is placed in L. Since in 3/4 of the steps, the node placed in L is of color C,
roughly 75% of the nodes in L should be of color C and by symmetry, roughly 25%
of the nodes in R should be of color C. If there are k nodes on each side of the
partition, then the imbalance of color C should be approximately k(3/4 — 1/4)/2 =
k/4. By symmetry, the imbalance of the other color is roughly —k /4. This heuristic
explanation can be generalized to three or more colors, assuming that over time
the gap between each pair of successive imbalances grows. With this assumption,

TABLE 1
No. Colors 2 3 4
Hypothesis 0.250, — 0.250 0.222,0.000, — 0.222 0.1875,0.0625, — 0.0625, — 0.1875
Average sample
imbalances 0.248, — 0.248 0.215,0.000, — 0.215 0.1753,0.0619, — 0.0606, — 0.1766

Sample variance: 0.000004 0.000011 0.000041
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for example, in the case of three colors, the color of maximum imbalance is expected
to be placed in L in approximately 5/9 of the steps of Phase 1, one of the other
colors is placed in L in approximately 3/9 of the steps, and the remaining color
is placed in L in approximately 1/9 of the steps. This implies that the imbalances
should be approximately 2k /9, 0, and —2k /9.

In light of these observations, we should expect a gap of @(n) between any pair
of imbalances at the end of Phase 2. In this event, it should be possible to separate
the nodes from Phase 2 into / distinct color classes in Phase 3, rather than simply
grouping the nodes into two groups as is done in Algorithm 1. In this way, recursion
can be avoided.

In the next section, we present an algorithm that partitions all / color classes
directly from the partition of Phase 1, and in Section 5.3 we prove that it succeeds
in finding the minimum partition with high probability.

5.2. Algorithm

Algorithm 2

Phase 1: Construct L; and R; as in Algorithm 1.

Phase 2: Construct L, and R, as in Algorithm 1.

Phase 3: In this Phase, the remaining unexamined nodes are partitioned into /,
rather than 2, groups as follows. For each remaining unexamined node v, let
l,(v) denote the number of edges from node v to nodes in L,. Let o, <
01 < --- < 0; be the ordered set of values [;,(v). Let the / — 1 largest differ-
ences between pairs of consecutive numbers in this ordered list be

Oa, = 04/—1,04, = O0g,_15--+,04  —O0q _1-
If ,(v) < o,, then put v in ;. For 2 <i </ —1,if o, < l(v) < o, then
put node v in S;. Finally, if o, < /,(v) then put v in ;.

Phase 4: In parallel for each node v examined in Phases 1 and 2, assign v greedily
to S; if the number of nodes in §; adjacent to v is at least the number of nodes
in §; adjacent to v for all j # i (breaking ties arbitrarily).

5.3. Analysis of Algorithm 2

We claim that the following facts are true of Algorithm 2 with high probability. At
the end of Phase 1, the difference between the imbalances of any two distinct colors
is at least n'~¢/l. At the end of Phase 2, the difference between the imbalances of
any two distinct colors is @(n). At the end of Phase 3, within each set S; all nodes
have the same color. Finally, each node v examined in Phase 4 is assigned to the
set S; with nodes of the same color as v.

We next analyze Phase 1 of the Algorithm 2, by extending the ideas in analysis
of Phase 1 of Algorithm 1. Phases 24 of Algorithm 2 can be analyzed by similar
extensions of the corresponding Phases of Algorithm 1; we comment on these at
the end of this section.
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5.3.1. Phase 1

Theorem 13. At the end of Phase 1, with high probability, the difference between the
imbalances of any two distinct colors is at least n'=< /1.

Let x; > x, > --- > x; be the ordered sequence of imbalances of the colors in
partition (L, R;), as a function of the number of steps of Phase 1. (Note that the
rank of a particular color in this list may change over time; for example, x, may be
the rank of different colors at different times.) From the analysis of Algorithm 1, we
already know that with high probability, in n'=¢/? steps, x; — x; > 2n'~¢. Therefore,
for some d, x; — x4,; > 2n'¢/l. We say that a good gap arises between d and e at
some step of Phase 1 if after that step, for the first time x,; — x, > 2n'~¢/l. We say
that Phase 1 is well behaved if, once a good gap arises between a pair of contiguous
imbalances, a gap of at least n!~¢/I remains in all further steps of Phase 1. We
say that Phase 1 is normal if for every color class C and for all k, the number of
nodes of color C that have not been examined after k steps of Phase 1 lies between
(n —2k)/l — n'/>*</* and (n — 2k)/I + n!/2+</4,

By Lemma 6, Phase 1 is normal with high probability. The following lemmas state
that with high probability Phase 1 is well behaved and, given that Phase 1 is well
behaved and normal, a good gap arises between each pair of contiguous imbalances
during Phase 1. Theorem 13 follows directly from Lemmas 14 and 15.

Lemma 14. Phase 1 is well behaved with high probability.

Lemma 15. Suppose that Phase 1 is well behaved and normal. Suppose also that at
some step of Phase 1, a good gap has not arisen between x, and x,, where d < e, but
that (i) either d = 1 or a good gap has arisen between between d — 1 and d, and (ii)
either e = 1 or a good gap has arisen between e and e + 1. Then, within n'=</?/(2l)
more steps, for some k,d < k < e, a good gap will arise between x; and x;, with
high probability.

We first consider Lemma 15. To prove this, we need the following claim. The
notation “f(¢) > —O(g(¢))” used in the claim means that for some constant ¢, for
sufficiently large ¢, f(#) > —cg(¢).

Claim 16. Suppose that Phase 1 is normal. Suppose that at step t, d, e are such that
1<d<e<leitherd=1o0rx,_, —x;=Qn'"¢), and either e =l or x, — x, 1 =
QO(n'=€). Then, at step t + 1 of Phase 1 (for any execution of the algorithm up to
step t),

(i) Prob[x,; — x, increases] = (1),

(ii) Prob[x, — x, increases] — Prob[x, — x, decreases] > —O(n~Y/**</*) and
(iii) if x; — x, = Q(n'/>=</2) then,

Prob[x, — x, increases] — Prob[x; — x, decreases)

= Q(min {(x, — x,)A/V1,1}).
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Proof.  For notational convenience, we just consider here the case that all of the x;s
are distinct. As in Claim 2, let [x, x'] denote the event that the colors of the nodes
1 and 2 chosen at step ¢ + 1 of Phase 1 have imbalances x and x’, respectively.

The probability of event [x,, x,] is (1). Moreover, the proof of Claim 2 shows
that in the event [x,, x,], the probability that x; — x, increases is at least the prob-
ability that x; — x, decreases. From this, part (i) of Claim 16 follows. Also, part (ii)
is true in the event [x,, x,].

To complete the proof of part (ii), it is sufficient (by symmetry on x and x’) to
consider events [x, x'] where x is not in {x,, x,} and x’ is in {x,, x,}. In the event
that x; > x > x,, the same argument used in Claim 2, part (ii) shows that

Prob[x,; — x, increases] > Prob[x; — x, decreases].

We next show that (ii) holds in the event that x > x,. (This event is only possible
if d > 1.) The proof that (ii) holds in the event that x < x, is symmetrical. In what
follows, assume that x > x, and that x’ € {x,, x,}. Let E denote the event that
x' = x; and let E’ denote the event that x’ = x,.

Note that Prob[x,; — x, increases | — Prob[x, — x, decreases | given that x > x,
and x’ € {x,, x,} equals the following quantity, henceforth denoted by (*),

Prob[ E](Prob[x; — x, increases | E] — Prob[x; — x, decreases | E])
+ Prob[E'](Prob[x, — x, increases | E'] — Prob[x,; — x, decreases | E']).

It is sufficient to show that (*) > —O(n~1/2+</4),
To prove this, we use three inequalities, to be proved later,

Prob[x, — x, increases | E'] = 1 — exp(—Q(n/?)), (1)
Prob[x, — x, decreases | E] = 1 — exp(—Q(n/?)), (2)

and
|Prob[E] — Prob[E']| = O(n~'/2+</4). (3)

The fact that (*) > —O(n~/>*</%) follows by combining inequalities (1)-(3),

(%) > (Prob[E'] — Prob[E])(— exp(—Q(n/?)) + 1 — exp(—Q(n/?)))
= (Prob[E'] — Prob[E])(1 — exp(—Q(n¢/?))) > —O(n~V/*+</4),
We now prove Eq. (1). Note that x; — x, increases in event E’ if and only if node
1 is placed in L; and node 2 is placed in R;. Let the number of nodes in L; that

have the same color as node 1 be b + x. Let the number of nodes in L, that have
color with imbalance x, be b, + x,. Let

X=BMb+b,+x—x,,p)+BR2t—b—-b,—x+x,,1)
—-B(b+b,—x+x,,p)—BQ2t—b—->b,+x—x,,71).

(Recall the similar expression in the proof of Claim 2.) Since we assume that
Xyq —x; = Qn'~¢), and also we have that x > x, ; > x,, it follows that
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x — x, = Q(n'~¢). Therefore, EX = Q(n'~¢A) = Q(n'/?). Since X is the sum of
4t = O(n'~*/?) independent random variables, we have from Azuma’s inequality
(Theorem 1) that

Prob[X < 0] < 2exp(—(n)/0(n'~/?)) = exp(—Q(n/?)).
Therefore,

Prob[x, — x, increases | E'] = Prob[ X > 0] + (1/2)Prob[X = 0]
> 1 — exp(—Q(n?)).

The proof of Eq. (2) follows symmetrically. Equation (3) follows from the hypoth-
esis that Phase 1 is normal. This completes the proof of part (ii) of the claim.

Finally, consider part (iii). Using the arguments of part (iii) of Claim 2, we can
show that if x;, — x, = Q(n'/27¢/?) then,

Prob[x, — x, increases] — Prob[x,; — x, decreases]

— Q(min{(x, — x)A/VT, 1}) — O(n~12+e/%),

[The term O(n~'/?*</*) arises due to contributions of events [x, x'] in which x €
{x4,x.} and x’ € [x4, ...%,_;]. From part (ii) of the claim, these contributions are
lower bounded by —O(n~1/2*¢/4) ] To complete the proof, we note that n=1/2+¢/4 =
o((xy — x,)A//1), since t < n'=¢? x, —x, = Q(n"/?>~</?), and A = n~1/?*, [ ]

We now prove Lemma 15.

Proof of Lemma 15. Consider the case where d > 1 and e < [ (the other cases
are simpler). The task of analyzing the evolution of x, — x, is complicated by the
assumption that all of Phase 1 is well behaved. We consider a new process for building
up a pair of sets (L, R;). In this new process, pairs of nodes are chosen from the set
of unexamined nodes and are added to (L, R;) as in Phase 1 of Algorithm 2, with
the following difference: once a gap arises between two contiguous imbalances x;_;
and x, the imbalance is artificially kept to be at least n'=¢/1 as follows. If as a result
of some step, x,; — x,_; would dip below n!~¢/1, then the two nodes chosen at that
step are discarded. Instead, new nodes are added to L; and R, so as to ensure that
all differences x; — x,,; increase, while maintaining the equality |L,| = |R;|. This
can be achieved by adding to L;: [ — 1 nodes of color with imbalance x;, / — 2 nodes
of color with imbalance x,, and so on, and also adding to R; Y_'_, (I — i) nodes with
imbalance x;. The newly added nodes are not taken from the pool of n nodes, but
there is an edge between each new node and each unexamined node with probability
p if the nodes have the same color and with probability r otherwise.

Claim 16 can be shown to be true for the new process. Roughly, at each step
of the new process, if the artificial mechanism is not employed, the probability
that x; — x; increases is as for the original process. If the artificial mechanism is
employed, then the probability that any difference x; — x; increases is 1.

In what follows, we use Prob’ to refer to the probability of an event in the new
process, and Prob to refer to the probability of an event in the original process (i.e.,
Phase 1 of Algorithm 2). Let success denote the event that x, — x, reaches 2n!=¢/I
within n'=¢/2/(2l) steps.
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Using Claim 16, we now show that in the new process, Prob'[success] is high.
The proof of this is similar to the proof of Theorem 5, with x = x; — x,. The
only difference is in the analysis of the first subphase, which starts at time 0 and
continues until x > n'/2~¢/2/2, Now, the random process x(¢) no longer behaves as
an unbiased random walk; instead, the walk potentially has a slight negative drift.
That is, from Claim 16(ii) and Lemma 4, if Y is the random walk of Lemma 4 with
e( ) = O(n~1/2+¢/%), then

Prob[starting at 0, x reaches n'/>=¢/2/2 within n'=¢/2/(2l) steps]
> Prob[starting at 0, Y reaches n!/>=¢/> within dn'=¢/?/(2l) steps]
_ exp(—nme)),

where d > 0 is a constant.
From Feller [7, XIV.2.4]) (see also [12]), the expected time for Y to reach

nl/2—€/2 ig
b b
(1) )
g—u (g—u)yL\u

where b =n , g is the probability that Y decreases, and u is the probability that
Y increases. Note that g/u = 14 @(n~1/>*</*), Since (g/u — 1)b < 1 for sufficiently
large n, we have that

1/2—€/2

(g/u)’ =1+ 0((g/u — 1)b) = 1 + O(n~ 2T/ pl/2</2) = 1 + O(n~/*).

Therefore, the expected time for the walk Y to reach n'/2=¢/2 is

1 —€ —3e
oG ) = 0

We can now complete the analysis of the first subphase in a manner similar to
that of Theorem 5. Namely, by Markov’s inequality, with probability at least 1/2, Y’
reaches n!/27¢/2 within time O(n'3¢/4); moreover this holds regardless of where the
walk starts within the interval. Within dn'=¢/?/(2l) steps, the number of periods of
length O(n'=3¢/%) is (n€/*) (since [ is a constant). Therefore, the probability that
Y reaches n'/2=¢/2 within n'=¢/2/(2[) steps is 1 — exp(—Q(n/*)).

By analyzing the remaining subphases as in the proof of Theorem 5, it follows
that in the new process, x = x; — x; reaches 2n'~¢/I within n'~</2/(2l) steps with
high probability. That is, Prob/[success] = 1 — exp(—n®©).

We can now complete the proof. We say that the new process is uneventful if the
artificial mechanism is never used during this process. It is clearly true that

Prob'[success | uneventful] = Prob[success | well behaved],

and that
Prob'[uneventful] = Prob[well behaved].
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Also, note that

Prob’[success] < Prob[success | uneventful] + Prob[not well behaved].
By Lemma 14, Prob[not well behaved] = exp(—n®(). Therefore,

Prob[x; — x; reaches 2n'~¢/l in n'~</2/(2l) steps | well behaved]

= Prob[success | well behaved]

= Prob/[success | uneventful]

v

Prob’[success] — exp(—n®©)
= 1 —exp(—n®®). -

Finally, we note that the proof of Lemma 14 is quite similar to that of Lemma 15.
Specifically, suppose that x; — x,; > n'=¢/l at some step of Phase 1. Then, it can
be shown that, at that step, Prob[x; — x; ; increases] —Prob[x; — x, | decreases] =
Q(1). Roughly, this is because (i) the probability that a pair of nodes with imbal-
ances x; and x;,, are chosen at this step is (1) and in this event Prob[x; — x;
increases] —Prob[x; — x;,; decreases] = ()(1); (ii) in the event that a pair of nodes
in which exactly one node of the pair has imbalance x; or x;,, is chosen at this
step, Prob[x; — x;,; increases | — Prob[x; — x,; decreases | > —O(n~1/2*</%), by an
argument similar to that given in the proof of part (ii) of Claim 16; and (iii) in the
event that neither node in the chosen pair has imbalance x; or x;,; then x; — x;_;
remains unchanged in that step.

5.3.2. Phases 2 and 3. 'We claim that at the end of Phase 2, the difference between
the imbalances of any two distinct colors is ®@(rn) with high probability. This follows
if for each i, at the end of Phase 2, x; — x;.; = O(n) with high probability. For
any fixed i, note that each pair of nodes (1, 2) examined in Phase 2 independently
contributes 1/2, 0, or —1/2 to x; — x;,;. The analysis of Phase 2 rests on the fact
that for any pair of nodes (1, 2) examined in Phase 2,

Prob[(1, 2) contributes positively to x; — x; ]
— Prob|[(1, 2) contributes negatively to x; — x;, ] = Q(1).
In summary, the proof of this fact can be done by considering the following events.
If the pair of nodes (1, 2) is such that one node has imbalance x; and the other has
imbalance x;,, then the above fact holds in this event; moreover the probability of

this event is )(1). If exactly one node of the pair has imbalance in the set {x;, x; 1},
then an analysis similar to that of Claim 16, part (ii) shows that

Prob[(1, 2) contributes positively to x; — x; ]
—Prob[(1, 2) contributes negatively to x; — x,,]
> — O(I’l_l/2+é/4).

Finally, if no node of the pair has an imbalance in the set {x;, x;,,} or if both have
the same imbalance, no change to x; — x;; results.
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We claim that at the end of Phase 3, with high probability, within each set ; all
nodes have the same color. As in the analysis of Phase 3 of Algorithm 1, the values
L,(v) are clustered in short intervals (of length 2n'/2*€/2) centered at the values
EL,(C), where EL,(C) is the expected number of edges of an unexamined node of
color C to nodes in the set L,. Moreover, an extension to Claim 11 shows that the
difference between any two values EL,(C) for distinct colors C is Q(n!/?>*€/I) with
high probability. From these facts, simple algebra shows that, with high probability,
Phase 3 puts clusters of nodes centered around one of the values EL,(C) in the
same set, and that such nodes are all of the same color.

6. FUTURE WORK

In the partitioning algorithms analyzed in this paper, a pair of nodes is considered
at each step of Phases 1 and 2. A variant of the algorithm is to consider only one
node per step, rather than a pair of nodes. This node is placed on the side of
the partition to which it has the greatest edge density. We observed that this variant
performs better experimentally than our two-node algorithm. It would be interesting
to prove that the one-node variant can be used to find an optimal partition with
high probability on the planted partition model.

It would also be interesting to extend our results to the case where the number
of color classes is unknown and where the color classes are of unequal size. Such
cases arise in certain clustering applications.

The following related problem may also be relevant to data clustering applica-
tions. Consider a set of data samples, each of which has some attributes from a
given set. Let M be a Boolean matrix with entry [i, j] having value 1 if and only
if sample i has attribute j. The simplest version of the problem is to bisect both
the samples (rows of the matrix) and the attributes (columns of the matrix) into
two equal-sized groups, say R1, R2 and C1, C2, respectively, so as to minimize the
number of 1-entries in the submatrices R1 x C2 and R2 x C1. If the matrix M is
generated so that it has planted structure, with the probability of entries in R1 x C1
and R2 x C2 being p and the probability of entries in R1 x C2 and R2 x C1 being
r < p, can a variant of the algorithm in this paper locate this planted structure?
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