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Most cellular processes rely on large multiprotein complexes that
must assemble into a well-defined quaternary structure in order
to function. A number of prominent examples, including the 20S core
particle of the proteasome and the AAA+ family of ATPases, contain
ring-like structures. Developing an understanding of the complex
assembly pathways employed by ring-like structures requires a char-
acterization of the problems these pathways have had to overcome
as they evolved. In this work, we use computational models to
uncover one such problem: a deadlocked plateau in the assembly
dynamics. When the molecular interactions between subunits are
too strong, this plateau leads to significant delays in assembly and
a reduction in steady-state yield. Conversely, if the interactions are
too weak, assembly delays are caused by the instability of crucial
intermediates. Intermediate affinities thus maximize the efficiency
of assembly for homomeric ring-like structures. In the case of hetero-
meric rings, we find that rings including at least one weak interac-
tion can assemble efficiently and robustly. Estimation of affinities
from solved structures of ring-like complexes indicates that hetero-
meric rings tend to contain a weak interaction, confirming our
prediction. In addition to providing an evolutionary rationale for
structural features of rings, ourwork forms the basis for understand-
ing the complex assembly pathways of stacked rings like the protea-
some and suggests principles that would aid in the design of
synthetic ring-like structures that self-assemble efficiently.
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The vast majority of cellular processes, from signal transduction
to the synthesis and degradation of polypeptide chains, rely on

the action of large macromolecular complexes (1). In order to
carry out their functions, these complexes must adopt a well-
defined quaternary structure (1–5). The efficient and effective
assembly of these structures from a set of monomeric subunits is
thus critically important to living systems. Although experimental
work has revealed many details of complex assembly pathways
(4–7), conceptual issues remain that are best understood through
the analysis of models.

One such issue concerns the evolutionary pressures that have
shaped assembly pathways. A similar question has arisen before
in the theoretical study of protein folding (8, 9). In that case, it
was helpful to consider a “null model,” often called the “Levinthal
paradox” (8), which immediately suggested a kinetic problem that
protein sequences must overcome in order to fold quickly. Seen
from that perspective, evolution has sculpted free energy land-
scapes that prevent the folding process from degenerating into
a random search of conformational space (8, 9) or from producing
overly stable intermediates (10–13). In the case of macromolecular
assembly, the question revolves not around the free energy land-
scape that characterizes sequences that fold efficiently, but rather
the evolution of the chemical potential landscape of a complex
molecular interaction network that supports efficient assembly.
If such “assembly landscapes” have been shaped by evolution, what
problems have they evolved to overcome or avoid?

In this work, we begin to approach this question for a subset of
macromolecular structures; namely, those consisting of rings.

Rings represent a common “motif” in large macromolecular
complexes (14), perhaps because of their general thermodynamic
stability (15, 16) (see SI Appendix, Section 1) and their inherent
symmetry. They are thus found in the context of signaling net-
works (e.g., the apoptosome; refs. 17 and 18), chaperones (e.g.,
GroEL; ref. 19), protein degradation [e.g., the proteasome (refs. 5
and 7), and ClpP (ref. 20) in bacteria], pore-forming endotoxins
[e.g., the protective antigen (PA) of Bacillus anthracis; ref. 21],
and many other biological processes. Previous studies employing
assembly models of ring-like structures have focused on a few
specific examples, such as ClpA (22) (an AAA+ family member)
and the apoptosome (23). In this work, we focus on a simple but
general model of ring assembly, a null model that allows us to il-
lustrate a tension that arises between energetically local interac-
tions and global topological constraints. The barriers induced by
this tension can have a strong impact on assembly efficiency, and
by understanding how such barriers can be overcome, we provide a
basic insight into the evolutionary pressures that have shaped the
assembly of a broad class of macromolecular structures.

Our principal finding is the existence of a “deadlocked pla-
teau” in the assembly dynamics of rings and a simple strategy for
avoiding it. Depending on the strengths of the molecular inter-
actions between the subunits of the ring, this plateau can have a
significant effect on the assembly efficiency of the structure. This
is true both for cases in which assembly occurs from an initial
condition in which all subunits are monomers, or when consider-
ing a steady-state scenario with constant synthesis of monomers
and degradation/dilution of complexes. Assembly deadlocks are
thus likely to exhibit significant evolutionary pressures on the
interaction strengths in the ring. We have also found that, for het-
eromeric rings where the affinities between neighboring subunits
can vary independently, inclusion of one or more “weak” inter-
actions in the structure improves assembly efficiency dramati-
cally. This computational observation leads us to predict that
heteromeric ring-like structures will generally contain one inter-
action that is significantly weaker than the others. We tested this
prediction by analyzing the solved structures of all heteromeric
three-membered rings, and we found that the vast majority of
them do in fact contain at least one weak interaction. Our work
thus provides an evolutionary rationale for the structural features
of ring-like complexes, in addition to suggesting simple principles
that could prove useful in the design of self-assembling nano-
structures (24).
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Results
Constructing a Model of Ring Assembly. The ring-like protein com-
plexes we model in this work exhibit fairly rigid interaction geo-
metries (such as the structure in Fig. 1A) and a well-defined
number n of subunits. Assembly occurs due to binding reactions
between intermediates ranging in size from 1 (monomers) to
n − 1. We account for the geometry of rings by distinguishing
three cases for the association of two intermediates with lengths
k and l: (i) If kþ l < n, the binding reaction produces another
intermediate species (Fig. 1B); these reactions occur with a
uniform association rate α and a dissociation rate β that depends
on the strength of the noncovalent bond being formed. (ii) If
kþ l ¼ n, the interaction results in the formation of a ring struc-
ture; these reactions involve the (essentially) simultaneous
formation of two interfaces (16) (Fig. 1C). Because rings are in-
herently very stable (15, 16) (see also SI Appendix, Section 1), the
reverse rate for these reactions (γ) is generally very small. Ring

formation is thus essentially irreversible for most of the para-
meters considered in this work, and the equilibrium yield of
the ring approaches 100%. (iii) If kþ l > n, the interaction would
yield a protein complex with more than n components, resulting
in a steric clash that prevents the interaction from occurring
(Fig. 1D).

The rings we consider also have a “sidedness”—that is, the
monomers in the ring are not themselves internally symmetric;
this characterizes most ring-like structures observed in nature
(14). As a consequence, the subunits in our model have a distinct
left and right side, and interactions can only occur between an
interface on the right of one subunit and an interface on the left
of another.

Our analysis largely focuses on the simplest case of ring assem-
bly, where the parameters α, β, and γ in Fig. 1 depend only on the
identity of the interface(s) involved. In this case, it is straightfor-
ward to derive from the reaction classes described above a system
of ordinary differential equations (ODEs) describing the assem-
bly dynamics of a ring of length n. The process for deriving these
ODEs for both homomeric rings (where the individual subunits
are indistinguishable) and heteromeric rings (where each subunit
is distinct from every other subunit) is summarized in Methods
and is described in detail in the SI Appendix, Section 2. The ODEs
we obtain are integrated numerically using MATLAB (25) for a
given set of parameters (i.e., monomer concentrations, associa-
tion and dissociation rate constants; see SI Appendix, Section 2.6).

The Assembly Dynamics of Homomeric Rings. Fig. 2A depicts the
assembly dynamics obtained from our model of a simple homo-
meric three-membered ring starting from an initial condition
consisting of only monomers. When interaction affinities are
very strong, the curves exhibit a characteristic “plateau.” On very
short timescales, monomers interact rapidly to form dimers; those
dimers can subsequently interact with other monomers to form
the full ring. After this initial phase, however, the monomers are
depleted from the system but a significant concentration of di-
mers persists. Because these dimers cannot interact productively
either with each other or with the full rings (Fig. 1D), the system is
deadlocked until it reaches timescales on which dimers dissociate
readily. At that point, monomers released by dissociation can in-
teract with the remaining dimers, resulting in the formation of
the full ring. For longer rings, the plateau occurs at lower concen-
trations of the full ring structure; thus, whereas approximately
65% of three-membered rings are formed in the plateau phase,
only approximately 35% of seven-membered rings have formed at
that point (see SI Appendix, Section 4.1.2 and Figs. S6 and S7).

The existence and duration of this deadlocked plateau strongly
depends on the parameters of the system. To quantify that depen-
dence, we considered the time TX it takes a system with an initial
condition of 100% monomers (all at equal concentration) to
reach a state where X% of monomers are found in rings. We have
plotted T99 as a function of the uniform interaction strength
along the ring (represented by the dissociation constant for those
interactions, Kd ≡ β∕α) for various initial monomer concen-
trations (Fig. 2B). Each concentration exhibits an affinity that
minimizes the time to 99% yield (i.e., T99). Stronger interactions
result in considerably longer assembly times: In this “dissociation-
challenged” regime, the duration of the deadlocked plateau
increases with increasing affinity (see SI Appendix, Fig. S4). How-
ever, weaker interactions also result in longer assembly times: In
this “association-challenged” regime, most dimers do not persist
long enough to interact with monomers to create full rings. The
value of the optimal affinity is proportional to the concentration
of monomers in the system (see SI Appendix, Fig. S9).

Although the impact of deadlock on assembly can be quite
dramatic, one may ask if this kinetic phenomenon is likely to be
important for any given ring. In some cases, such as the apopto-
some (23), a ring structure must be populated quickly as a part
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Fig. 1. Schematic of ring assembly. (A) A three-membered ring (X-ray struc-
ture from Protein Data Bank ID 2JB8) on the left is represented on the right as
a graph involving three proteins, each with two binding interfaces (the small
circles on the periphery of the nodes). (B) A pair of monomers bind to form a
dimer, which represents the case where k þ l < n. The forward (backward)
rate constant of the interaction is denoted α (β). (C) A monomer binds to
a dimer yielding the full three-membered ring, which represents the case
where k þ l ¼ n. The forward rate of this reaction is taken to be α as in B, but
the backward rate constant (γ) of the reaction is different. Because two in-
terfaces are formed on the right-hand side of the reaction, γ ≪ β (see SI
Appendix, Section 1). (D) Two dimers attempting to bind—i.e., k þ l > n.
These reactions do not occur because of steric hindrance.
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of the propagation of a signal in a signaling network. In that
scenario, a plateau could be detrimental because a large fraction
of the monomers present in the system may not incorporate into
the active molecule on the timescale of the response to signal
(23). The interfaces in such rings may thus be under considerable
evolutionary pressure to minimize the assembly time of the mo-
lecule. However, not all signaling molecules may be sensitive to
short-timescale yield. If signaling is functional with the fraction of
assembled structures at a level “below” the plateau, then there
may be little evolutionary pressure on the affinities in the ring
(see SI Appendix, Sections 4.1.1 and 4.1.3).

Not all rings in cells may need to assemble quickly; rings are
often found as constitutively active and stable assemblies (such
as the proteasome or GroEL) that are typically being lost from
the cell by active protein degradation and/or dilution arising from
cell growth and division. In this case, monomers must be con-
stantly synthesized and assembled into the active structure in
order to replace those that are lost. To explore the effect of the
phenomena described in Fig. 2B on assembly when accounting
for synthesis and degradation, we considered two models. In one
case, every monomer in the system has the same probability of
being degraded, regardless of the molecular context in which that
subunit is found—we term this “model A.” This case represents a
likely scenario for active degradation by certain proteases (26,
27). In the second case (“model B”), all complexes have the same
probability of being degraded, which corresponds to a situation in
which all complexes are being diluted due to rapid cell growth as
well as the activity of some proteases (26). In both models, mono-
mers are synthesized at a constant rate; a full description of these
models can be found in the SI Appendix, Section 2.4.

In this situation, steady-state assembly yield represents essen-
tially the “return on investment” in the energy required for mono-
mer synthesis because monomers that do not incorporate into the
active structure are essentially wasted. In Fig. 2C, we plot the
steady-state yield of the full complex vs. affinity for a homomeric
three-membered ring under model A. The synthesis and degrada-
tion parameters in this case were chosen to represent the average
concentration and half-life of proteins in Saccharomyces cerevisiae
(28, 29) (approximately 480 nM and 42 min, respectively). Inter-
mediate affinities maximize yield just as they minimize assembly
time, although the magnitude of the effect depends on the para-
meters. In particular, if degradation rates become very low, the
system approaches equilibrium and the greater thermodynamic
stability observed for stronger interactions leads to higher yields
for those structures (30). The results for model B are similar to
those for model A, but with a smaller relative increase in yield
(see SI Appendix, Section 4.2).

Heteromeric Ring Assembly and the Benefit of Weak Interactions. In
heteromeric rings, every single subunit represents a distinct pro-
tein. In our models, all of the interactions between proteins along
the ring are considered to be specific; that is, a subunit will only
bind with its two neighboring proteins and not with any of the
other subunits in the ring. When all of the subunit concentrations
along the ring are equal, and all of the affinities between subunits
are equivalent, one can show that the assembly dynamics of the
heteromeric case is actually equivalent to the dynamics of homo-
meric rings described above (see SI Appendix, Section 2.3).

A major difference between homomeric and heteromeric
rings, however, is that all of the interaction strengths along a het-
eromeric ring can be varied independently. We thus examined
how changing the relative affinity along the ring influences assem-
bly efficiency by considering a set of seven different affinities
(Kd ¼ 10−12;10−11;…;10−6 M) and constructing all of the unique
configurations for a heteromeric ring of length n, where each of
the affinities is chosen independently from that set (see SI
Appendix, Section 4.3.1).
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Fig. 2. Assembly of a homomeric three-membered ring. (A) In this graph,
we consider the percentage of monomers in the various association states
(monomer, dimer, and trimer) as a function of time. The affinities are uni-
formly very strong (Kd ¼ 10−12 M). The data are plotted on a logarithmic time-
scale because a linear scale obscures the existence of the plateau phase. The
on-rate α ¼ 2.53 × 106 M−1 s−1 and total subunit concentration XT ¼ 400 nM.
(B) Variation in assembly time (measured by T99 as described in the text) with
affinity (Kd) for various initial monomer concentrations XT . All concentrations
exhibit a distinct minimum in T99; the Kd at which this minimum occurs is pro-
portional to the total monomer concentration (see SI Appendix, Fig. S9). α as in
A. (C) Steady-state yield (defined as the fraction of monomers in the full ring)
as a function of affinity when subunit synthesis and degradation are taken into
account according to model A (see SI Appendix, Sections 2.4 and 4.2). The
synthesis and degradation parameters were chosen to yield the average con-
centration and half-life of proteins in Saccharomyces cerevisiae (28, 29), ap-
proximately 480 nM and 42 min, respectively. The solid curve represents an
analytical solution of the steady-state yield and the circles represent steady-
state results from the numerical integration of model A (see SI Appendix,
Sections 2.4.1 and 3.2.1). The parameters in this case are α as in A, monomer
synthesis rate Q ¼ 1.31 × 10−10 Ms−1, degradation rate δ ¼ 2.75 × 10−4 s−1,
and XT ¼ Q∕δ ¼ 477 nM.
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In Fig. 3A, we compare the 81 unique configurations for the
heteromeric three-membered ring by ranking each configuration
according to its T99 and its steady-state yield in models A and B.
We find that rings containing one or two weak interactions tend
to produce the highest yields and lowest assembly times in our
models. As discussed above, for a three-membered ring, deadlock
(and the corresponding reduction in assembly efficiency) occurs
when the monomers are exhausted from the system before all of
the dimers have been converted to the full ring. Inclusion of a
single weak interaction, however, results in a single dimer that
has a shorter half-life than the other two. When this dimer dis-
sociates, the monomers that are produced can react with the
other dimers to form the full ring. Inclusion of a weak interaction
renders the system much more robust to changes in total subunit
concentration (Fig. 3B). For heteromeric rings of length 4–7, we
also find that the inclusion of one or more weak interactions is
critical to optimizing assembly times and yield (see SI Appendix,
Figs. S17–S19). As with homomeric rings, when degradation rates
are very low, the system approaches equilibrium and a single
weak interaction no longer produces maximal yields (30).

The findings described in Fig. 3 suggest that rings may be under
evolutionary pressure to exhibit at least one weak interaction,
regardless of whether they need to assemble quickly in response
to signals or assemble with high yield at steady-state (because
most proteins are likely to be degraded at relatively high rates;
ref. 28). To test this prediction, we considered the crystal struc-
tures of heteromeric three-membered rings. Using the database
3D Complex as a starting point (14), we constructed a dataset of
29 such rings (see SI Appendix, Section 5.1, and the SI Table of
Structures) and computed the nonpolar surface area buried in
subunit interactions as a proxy for affinity (31, 32). For each struc-
ture, we determined the weakest (W) and strongest (S) interac-
tion using the software package Parameter Optimized Surfaces
(POPS, ref. 33). The estimated probability density for the ratio
between these two (i.e., W/S) in our dataset is shown in Fig. 4A.
The distribution is approximately bimodal, with an overall aver-
age of 0.31; the majority of ring structures (24 out of 29) are
found in the left peak of the distribution and have ratios consid-
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Fig. 3. Nonuniform affinities. (A) This plot shows the relative performance
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T99 on total subunit concentration for a configuration with three uniform
interactions (Kd values of 10−10 M) and a configuration with one weak inter-
action (two interactions with Kd ¼ 10−12 M and one with Kd ¼ 10−6 M). The
total thermodynamic stability of the ring is identical in the two cases. The
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uniform interactions. The value of parameter α is as for Fig. 2A.
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erably smaller than 0.5 (see SI Appendix, Section 5.4). Other
estimates of affinity (total buried surface area or Protein Inter-
faces, Surfaces, and Assemblies free energy; ref. 34) yielded simi-
lar results (see SI Appendix, Section 5.3). Interestingly, our buried
surface area results would predict that the “strong” interactions
in rings have an average Kd of approximately 10−12 M, whereas
weak interactions have an average Kd of approximately 10−6 M
(see SI Appendix, Section 5.6), which are precisely the values we
employed in Figs. 2A and 3 A and B.

Because any heteromeric structure with three interactions
will exhibit a weakest and a strongest, we performed two controls
to evaluate the significance of the distribution we observed. In the
first case, we examined the solved structures of chains. Four-
membered chains have the same number of interactions as three-
membered rings, but in contrast to rings their assembly efficiency
is maximized when all of the interactions are uniformly strong
(see SI Appendix, Sections 3.2.3 and 4.3.3). We constructed a
dataset of 33 structures of heteromeric four-membered chains,
whose bimodal W/S distribution is also shown in Fig. 4A. Chains
have an average ratio (0.63) that is significantly higher than that
for rings (p ¼ 10−5 based on a random permutation test; see
SI Appendix, Section 5.4). This difference in average is mostly
due to the fact that the weak interaction in chains is, on average,
much stronger than the weak interaction in rings (p ¼ 6 · 10−5),
as we would expect from our findings on assembly efficiency SI
Appendix, Fig. S25. The majority of chains (22 of the 33) are
found in the right peak of the distribution, and in those cases the
differences are even more pronounced.

As an additional control, we considered a case in which all of
the interactions in the structure were drawn from the same under-
lying Gaussian distribution (see SI Appendix, Section 5.5). Fig. 4B
shows that both rings and chains exhibit average ratios outside
the 95% confidence intervals for this model, indicating that it is
unlikely to describe either case. Although we cannot rule out a
situation in which affinities are drawn from some other under-
lying distribution, Fig. 4B suggests that the parameters of the dis-
tribution could well be under selective pressure to produce rings
that meet the affinity requirements for efficient assembly.

Discussion
A number of physical and biological systems, such as glasses and
proteins, consist of many concurrently and locally interacting
parts. It has long been appreciated that the functional behavior
and evolutionary dynamics of these systems are governed by free
energy landscapes with many local optima arising from conflicting
interactions that are impossible to satisfy simultaneously (e.g.,
“frustration”; refs. 9 and 30). As was shown for the folding of
proteins in the ß-trefoil family (10–13), such situations generate
a trade-off in which the desirable stability of native contacts (i.e.,
interactions present in the final configuration) may conflict with
the need to undo them should they be generated in the “wrong”
temporal order, preventing further native contacts from forming.
Prematurely formed native contacts that are too strong have the
potential to slow down the required backtracking and signifi-
cantly delay the overall folding process. Contacts that are too
weak, however, destabilize the entire folding process.

In this work, we expand this idea into the realm of assembly,
specifically the assembly of rings, where concurrent exploration
of all possible assembly pathways leads to an analogous phenom-
enon, but in the context of a (partially) bimolecular reaction
network. Glassy dynamics arises when earlier reactions use up
components needed in subsequent reactions (35), thus slowing
down the overall kinetics of the final product. Excessive affinity
between subunits causes their rapid sequestration into stable in-
termediates, choking subsequent bimolecular reactions in which
these subunits are needed and causing them to be dominated
by the dissociation of stable intermediates (corresponding to the
“backtracking” in the ß-trefoil case). The inclusion of a single

weak interaction in a heteromeric, three-membered ring opti-
mally solves this conundrum by destabilizing only a single inter-
mediate, whose rapid dissociation regenerates monomers ready
to react with the other, stable dimers to form the full ring. These
results suggest that the chemical potential landscape governing
assembly kinetics must evolve features that avoid reaction dead-
lock, much as free energy landscapes in protein folding must
evolve to destabilize certain intermediates in topologically fru-
strated folds (10–13). Our data analysis of available structures
indicates that the “single weak interaction” strategy is likely em-
ployed by the majority of evolved heteromeric three-membered
rings (Fig. 4A). This strategy might serve as a useful guide in the
design of synthetic ring-like structures that quickly assemble with
high yield (24).

Because assembly arises from a network of bimolecular asso-
ciation and unimolecular dissociation reactions, assembly systems
can exhibit features that are not readily observed in the uni-
molecular isomerization process of protein folding (8, 9). For
instance, overexpressing just one subunit of a three-member het-
eromeric ring severely exacerbates deadlock (see SI Appendix,
Section 4.5), reinforcing the fact that the operant concern in
assembly is a landscape of chemical potential. In addition, assem-
bly systems may employ unique strategies such as subcellular
localization of subunits or extensive allosteric interactions among
subunits (36) to overcome deadlock. Although our preliminary
findings indicate that allostery offers little benefit over the single
weak interaction strategy for single rings (see SI Appendix,
Section 4.4), such approaches may be employed extensively in
more complex structures like the proteasome or ribosome (4–7).
Our work indicates that the problems of intramolecular folding
and intermolecular assembly may share a level of abstraction that
enables lessons from landscape theory (9–13), developed in the
context of protein folding, to assist in rationalizing the complex
assembly mechanisms observed for macromolecular machines.

Methods
Mathematical Model. The mathematical framework we use for modeling the
dynamics of ring assembly is explained in detail in the SI Appendix, Section 2.
We provide a brief description of our approach here. For any homomeric ring
of length n, there are n different molecular species that could be generated,
ranging frommonomers (size 1) to the full ring (size n). The concentration of
any species of size j is denoted Xj . For any species of size j < n, there are six
distinct physical processes that will influence its concentration: (i) an increase
in Xj resulting from the dissociation of any larger intermediate that contains
it as a subcomplex; (ii) an increase in Xj resulting from a binding interaction
between two smaller intermediates; (iii) a decrease in Xj resulting from an
interaction with some other intermediate to form a larger complex, but not
the full ring; (iv) a decrease in Xj when it dissociates to form smaller inter-
mediates; (v) a decrease in Xj resulting from an interaction with its comple-
mentary intermediate to form the full ring; and (vi) an increase in Xj resulting
from the dissociation of the full ring.

For the full ring, there are only two processes that affect its concentration:
(i) an increase in Xn resulting from a binding reaction between two inter-
mediates, and (ii) a decrease in Xn due to the dissociation of the full ring.

From the processes listed above we can derive a system of ODEs describing
the time evolution of the concentration of any intermediate Xj and the full
ring Xn (see SI Appendix, Section 2.1). Heteromeric rings aremodeled inmuch
the same way; the main difference is that there are n distinct molecular spe-
cies for each size class j (depending on the identities of the subunits in the
complex), but only one molecular species for the full ring. Given that only
“neighboring” heteromeric intermediates can interact with one another,
it is straightforward to derive the ODEs for the heteromeric case (see SI
Appendix, Section 2.2). We add synthesis and degradation to the model
(based either on model A or model B) by including a constant synthesis term
(denoted by the variable Q) to the kinetic equation for monomers and the
appropriate first-order degradation terms (with a constant degradation rate
δ; see SI Appendix, Section 2.4). Our model for homomeric chains is described
in the SI Appendix, Section 2.5.

All systems of ODEs were numerically integrated using the “ode15s” func-
tion in MATLAB (25).
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Structural Data. As mentioned in the text, we used the database 3D Complex
as a basis for obtaining both the heteromeric three-membered ring and four-
membered chain structures (14). In both cases, we chose the “QS-90” level of
the 3D Complex hierarchy in order to avoid counting very closely related
structures (which are often simply mutants of a single protein) in the dataset.
Of the 82 rings in this set, many represent situations quite distinct from that
considered in our model. For instance, antibody–antigen complexes often
form three-membered rings (involving the heavy and light chains of the anti-
body, which bind each other and the antigen), but such structures have not
evolved to assemble with all three chains present. Rather, the antibody chains
are assembled first in cells, and only when secreted (or expressed on a cell
surface) do they interact with the antigen. Similarly, a number of “three-
membered” rings in 3D Complex involve proteases bound to a protein inhi-
bitor. In those cases, the two chains of the protease are actually synthesized
as a long polypeptide chain that is cleaved during maturation of the zymo-
gen. The interaction between these chains thus does not arise as a result of a
bimolecular reaction, but rather a unimolecular folding reaction, and as such
the assembly of these structures is not considered in our model. In total, 53 of
the 82 three-membered rings were deemed to not conform to the assump-
tions of our model, leaving 29 structures for the analysis in Fig. 4. Similarly, of
the 104 four-membered heteromeric chains we obtained from 3D Complex,
60 were disregarded for reasons similar to the ones cited for rings, and 11

were actually found to be rings on further analysis. A full description of
the datasets and their construction can be found in SI Appendix, Sections
5.1 and 5.2. A detailed list of all structures included in the datasets, or ex-
cluded for one of the reasons cited, is also provided in the SI Table of
Structures.

Statistical Methods. To test if the affinity distributions we observed exhibited
significantly different averages, we performed a simple permutation test
using the “twot.permutation” function provided by the Data Analysis and
Graphics (DAAG) package in R (37) with 105 replicates. The p value reported
represents the fraction of these permuted datasets with a difference of
means greater than the difference we observed. The Gaussian control in
Fig. 4B was obtained by sampling three affinities from an underlying Gaus-
sian distribution with an average and standard deviation similar to that ob-
served for both our dataset of three-membered rings and our dataset of four-
membered chains. A more detailed description of the affinity distributions
can be found in the SI Appendix, Sections 5.4 and 5.5.
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